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Abstract
This paper presents the use of two popular explainability tools called Local Interpretable Model-Agnostic Explana-
tions (LIME) and Shapley Additive exPlanations (SHAP) to explain the predictions made by a trained deep neural
network. The deep neural network used in this work is trained on the UCI Breast CancerWisconsin dataset. The neu-
ral network is used to classify themasses found in patients as benign or malignant based on 30 features that describe
the mass. LIME and SHAP are then used to explain the individual predictions made by the trained neural network
model. The explanations provide further insights into the relationship between the input features and the predictions.
SHAP methodology additionally provides a more holistic view of the effect of the inputs on the output predictions.
The results also present the commonalities between the insights gained using LIME and SHAP. Although this paper
focuses on the use of deep neural networks trained on UCI Breast CancerWisconsin dataset, themethodology can be
applied to other neural networks and architectures trained on other applications. The deep neural network trained in
this work provides a high level of accuracy. Analyzing themodel using LIME and SHAP adds themuch desired benefit
of providing explanations for the recommendations made by the trained model.
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1. INTRODUCTION
In recent years, we have witnessed growth in the usage and implementation ofmachine learning based decision
making and predictive analytics. Practically speaking, machine learning models are ubiquitous [1]. One of the
reasons for this growth is the contribution of machine learning to their users and decision makers. In recent
times, there has been a rise in the development of new computational infrastructures such as cloud storage
and parallel computation [2], which has contributed to faster training of the models. Many papers contribute
to the effort of developing machine learning models that excel in metrics such as accuracy, efficiency and
running time. The more complex models are usually more accurate [3,4]. However, the ability of humans
to understand it is negatively correlated to model complexity [5]. One of the challenges to eXplainable AI
(XAI) is its implementation in real-life applications. XAI has inherent challenges such as lack of expertise,
inherently biased choices, lack of resiliency for data changes, algorithms and problems interference challenges,
local context dependency of the explanations and lack of causality of explanations between input and output [6].
These challenges intensify for clinical and medical real-life use cases such as in the breast cancer use case we
consider in this work. In order to overcome these challenges, there is a need for a strong interaction between
the XAI system and the decision makers. In our case, the domain experts, radiologists and physicians need
to examine the XAI results and add their own perspectives based on their prior knowledge before making
final decisions. In addition, they can add their feedback in order to improve and fine-tune the XAI system.
Another way to increase the trustworthiness of the XAI can be synergy between different XAI approaches
and algorithms. In our case, we use Local Interpretable Model-Agnostic Explanations (LIME) and Shapley
Additive exPlanations (SHAP). Each of them has a different approach to extract the explanations of the model
predictions. When both XAI approaches provide the same or similar results, it is an indication that the user
can have higher confidence in the interpretability of the model.

To realize the immense economic and functional potential in AI applications that have stringent safety and
mission critical requirements in areas such as healthcare, transportation, aerospace, cybersecurity, and manu-
facturing, existing vulnerabilities need to be clearly identified and addressed. The end user of such applications
as well as the taxpaying public will need assurances that the fielded systems can be trusted to deliver as asked.
Moreover, recent developments evaluating the trustworthiness of high-performing “black-box” AI have clas-
sified them using the term “Brittle AI”, as a retrospective look at DARPA’s explainable AI program. These
developments coupled with a growing belief in the need for “Explainable AI” have led major policy makers in
the US and Europe to underscore the importance of ”Responsible AI”.

Recently, on June 28, 2022, a group of Cruise robotaxis abruptly stopped working on a street in San Francisco,
California, which caused traffic to stop for several hours until employees of the company arrived. Cruise, which
is backed by General Motors and Honda, has been testing its technology in San Francisco since February, but
only launched a commercial robotaxi service a week prior to this malfunction. The cars have no human driver
at all but operate under certain restrictions (good weather and a speed limit of 30mph). They only offer the taxi
service in a dedicated area of the city during after-hours between 10PM and 6AM [7]. While no one was hurt
in this instance, several questions are raised concerning the maturity of the autonomous system technology
and the need to ensure that these autonomous systems operate as intended. The outcome is that the public
is concerned and does not trust such systems. In order to handle such events in future, we can find several
approaches in literature. Some of the methods include observer fault estimation based on sensors [8], nature
optimal control systems [9] and predictive control models [10]. All the approaches add a layer to the system that
is supposed to detect any faulty behavior of the system. Themission in such cases is to translate the predictions
of the control systems into a way that its operators and decision makers will be able to understand. The system
has to provide a way to explain what happened and what action has to be taken by humans. This is one of the
deliverables that XAI is supposed to yield.

According to the National Institute of Standards and Technology (NIST) [11], determining that an AI system is
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trustworthy just because all system requirements have been addressed is not enough to guarantee widespread
adoption of AI. Moreover, according to NIST, “It is the user, the human affected by the AI, who ultimately
places their trust in the system,” and furthermore, “alongside research toward building trustworthy systems,
understanding user trust in AI will be necessary to minimize the risks of this new technology and realize its
benefits.

In June 2022, Kathleen Hicks, Deputy Secretary of Defense, released a report that clarifies the DoD perspective
concerning trust inAI systems as follows: “TheDepartment’s desired end state for Responsible AI (RAI) is trust.
Trust in DoD AI will allow the Department to modernize its warfighting capability across a range of combat
and non-combat applications, considering the needs of those internal and external to the DoD. Without trust,
warfighters and leaders will not employ Al effectively and the American people will not support the continued
use and adoption of such technology” [12]. This paradigm shift in policy will have a major impact on the
continued development and fielding of AI systems for DoD and for the safety critical systems in the civilian
arenas such as health, energy transportation etc.

In line with DoD’s perspectives on trust in AI, it is important that users of AI models be able to assess the
model, its decisions and predictions by their ability to understand it. In addition, for better understanding,
the users would like to get answers to questions such as what needs to be done to change the model or its
prediction. This is one of the motivations for the rapid growth in popularity of the paradigm called XAI. The
interaction between machine learning models and their users has become one of the crucial points in usage
and implementation of AI systems. Many emerging algorithms try to solve this human-machine interaction
by providing a meaningful explanation for the model.

There are ways to classify the XAI approaches by several criteria [13] such as: model dependency, sample partic-
ularity, explainability timing and the interaction between the explanation to the model itself. More specifically,
independence of the explainability of the model itself is called model agnostics. The explanation of the entire
model is called global explainability, while explaining a particular sample is called local explainability. The
position of the explainability process in model life cycle determines whether the explainability is pre-model,
in-model or post-model.

This paper uses two popular approaches for XAI: LIME [14,15] and SHAP [16]. Both are attribution-based ex-
planation models. Attribution-based explanation models find and quantify the most contributed features on
model predictions. In addition, both models are relatively easy to use, and their results can be plotted and
easily interpreted. LIME and SHAP in our case are used as Post-hoc models, locally interpretable and model
agnostic. Although both LIME and SHAP explain the predictions made by the trained model, they use dif-
ferent approaches. SHAP relies on Shapley values for finding the best contributing features [16], while LIME
explains the model decision in a local region around a particular sample [14]. Each approach has its own ben-
efits. Using both approaches supports the explainability level of our deep learning model. Using both LIME
and SHAP allows us to compare the insights gained using the two tools. Additionally, since the two tools
work independently of each other, the commonalities between the insights gained can be used to gain a better
understanding of the trained model as well as how the different features play a role in the diagnosis/prediction.

2. XAI FOR HEALTHCARE
The implementation of XAI for increasing trustworthiness can also be found in biomedical studies such as
drug-drug interactions prediction [17] as well as classification of protein complexes from sequence informa-
tion [18]. In our case, we use the XAI for the interpretability of breast cancer predictions. The combination of
the two has a fast-growing demand [2]. The benefits of implementing XAI in medical fields provide opportu-
nity for prevention and better treatment [2]. The XAI helps clinicians in the diagnostic process as well as their
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recommendations [2]. This in turn helps the patients to trust the model results and system recommendations.
This can also increase the probability that the patient will accept and follow the recommended medical treat-
ment. Moreover, XAI can decrease the probability of error in the diagnostic process since it helps clinicians to
focus on the relevant data and help them to better understand the model recommendations.

XAI is an evolving field. As mentioned before, at this current stage, even state-of-the-art XAI algorithms
have disadvantages. In literature, we can find approaches that aim to improve some aspects. One of the main
challenges of using XAI in healthcare environments is the need to remain neutral regarding preferences. We
can find a bona fide approach called scientific explanation in AI (sXAI) that can be used in the field ofmedicine
and healthcare [19]. An additional approach based on integrated Electronic Medical Records (EMR) medical
systems is described in [20]. The approach focuses on explainability and interoperability from the human aspect.
Ensemble of machine learning (ML) can also increase the level of interpretability, as can be seen in [21]. In [21],
the author use ensemble ofML for logic driving of anthropometricmeasurements influencing bodymass index
(BMI). Additional evidence for the implementations of several XAI models is mentioned in [22]. The paper
shows how integratingXAImodels helps to increase the persuasive and coherence levels in the decisionmaking
of clinicians and medical professionals teams. The usage of XAI has shown an improvement in transparency
and reliability in the field of neuroscience field [23].

In this paper, we apply some XAI concepts to a use case applicable to themedical field. Our work focus on XAI
implementation for breast cancer diagnostics. Our research uses the commonly researched UCI breast cancer
dataset. We focus on breast cancer since it is the most common type of cancer amongst women [24]. The usage
of XAI for diagnostics and prediction of breast cancer can impact and help a large number of patients. The
UCI breast cancer dataset includes 569 data points [25]. Each data point consists of 32 attributes that include
the ID number, the diagnosis, and 30 features used as predictors in this work. The 30 predictors include the
mean, standard deviation and the mean of 3 largest values of 10 features: (1) radius (mean of distances from
center to points on the perimeter); (2) texture (standard deviation of gray-scale values); (3) perimeter; (4) area;
(5) smoothness; (6) compactness; (7) concavity; (8) concave points; (9) symmetry; and (10) fractal dimension.

3. METHODOLOGY
3.1. LIME
LIME is one of the methodologies that is used to explain the predictions made by machine learning classifier
models [26]. It can explain individual predictions made by text classifiers as well as classifiers that are modeled
on tabular data.

In this work, we are focusing on using LIME to explain decisions made by a neural network classifier that
works on tabular dataset. The process of LIME to explain individual predictions are as follows:

1. For each instance that needs to be explained, LIME perturbs the observation 𝑛 times.
2. For tabular data, the statistics for each variable in the data are evaluated.
3. The permutations are then sampled from the variable distributions within the neighborhood of the original

data point for which an explanation is being sought.
4. In our case, the original model is a neural network. The trained neural network model is used to predict

the outcome of all permuted observations.
5. Calculate the distance from the perturbed points to the original observation and then convert it to a simi-

larity score.
6. Select 𝑚 features best describing the original model outcome for the perturbed data.
7. Fit a simple model (linear model) on the perturbed data, explaining the original model outcome with the
𝑚 features from the permuted data weighted by its similarity to the original observation.

8. Extract the feature weights from the simple model and use these as explanations.

http://dx.doi.org/10.20517/ces.2022.41
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Figure 1. Schematic of the DNN used for classification into benign andmalignant. The network uses 30 features and has three hidden layers
(HL).

3.2. SHAP
SHAP is another methodology used for obtaining explanations for individual predictions. Additionally, SHAP
can provide additional insights into predictions made across a set of data points. SHAP is based on Shapely
values, a concept that is derived from game theory [16]. This is a game theoretic approach to explain any pre-
dictions made by a machine learning model. Game theory deals with how different players affect the overall
outcome of a game. For the explainability of a machine learning model, SHAP considers the outcome from
the trained model as the game and the input features that are used by the model as the players. Shapley values
are a way of representing the contribution of each player (feature) to the game (prediction).

Shapley values are based on the concept that each possible combination of features has an effect on the overall
prediction made by the model. The SHAP process for explaining predictions is as follows [27]:

1. For a set of 𝑝 features, there are 2𝑝 possible combination of features. For example, a dataset that consists of
three input features (𝑥1, 𝑥2, 𝑥3) will have the eight possible combinations: (a) no features, (b) 𝑥1 (c) 𝑥2, (d)
𝑥3, (e) (𝑥1, 𝑥2), (f) (𝑥2, 𝑥3), (g) (𝑥1, 𝑥3), (h) (𝑥1, 𝑥2, 𝑥3).

2. Models are trained for each of the 2𝑝 combinations. Note that the model that uses no features just outputs
the mean of all output values in the training data. This is considered as the baseline prediction (𝑦𝜙).

3. For the data point whose output needs to be explained, the remaining 2𝑝 − 1 models are evaluated.
4. Marginal contribution of each of the models. Marginal contribution of model-j is calculated using the

difference between the predictions made by model-j and the baseline prediction.

𝑀𝐶 𝑗 = 𝑦̃ 𝑗 − 𝑦𝜙 (1)

5. To obtain the overall effect of a feature on the prediction, the weighted mean of the marginal contributions
of every model containing that feature is evaluated. This is called the Shapley value of the feature for the
particular data point.

3.3. Deep neural network
We use a deep neural network (DNN) to diagnose a patient into two classes: benign or malignant. The ar-
chitecture of the DNN is shown in Figure 1. It uses the 30 features mentioned before to make predictions.
The development and training of the DNN was done in PyTorch [28]. Rectified linear units (ReLU) are used as
the activation functions in the hidden layers, and softmax activation is used at the output layer to output the
probabilities to the two output classes.

http://dx.doi.org/10.20517/ces.2022.41
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Figure 2. Histograms for three of the important features: radius (worst), texture (worst) and concave points (worst)

4. RESULTS & DISCUSSION
The UCI Breast Cancer Wisconsin dataset used an 80%-20% split. This means 80% of the data were randomly
chosen for training and the remaining 20% was used for testing. To highlight the data distribution, histograms
are shown for three of the important input features in Figure 2.

Since this is a classification problem, cross entropy was used as the loss function. Adam optimizer was used
with a learning rate of 0.001 for training the DNN. A batch size of 32 was used whenmodifying the parameters
during the optimization. The DNN was trained on 100 epochs and the trained DNN provided an accuracy of
97% on the test data. This is on the higher end of performance among models trained on this dataset, with
the best accuracy noted for this dataset to be 98.6% [29]. It is to be noted that this work is not focused on the
performance of DNN in terms of accuracy, but instead on explaining the decisions or predictions made by
the trained DNN. The trained DNN is further analyzed using LIME and SHAP to understand and explain its
predictions.

http://dx.doi.org/10.20517/ces.2022.41
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Figure 3. LIME output for a data point that is classified as malignant.

Figure 4. LIME output for a data point which is classified as benign.

4.1. Results with LIME
LIME is used to explain the predictionsmade by the DNN on the patients (data points) identified in the test set.
The outputs from LIME are shown for two data points from the test set in Figures 3 and 4. The first number
above each horizontal bar refers to the index of the input variable. The length of each bar is proportional to
the contribution factor of that input variable mentioned next to it. For the data point in Figure 3, inputs 21,
27 and 24 are the three most contributing variables that drive the prediction to malignant with contribution
factors of 0.28, 0.22 and 0.18, respectively. There are some variables such as inputs 29, 11, 15, etc. that try to
drive the prediction to benign. However, the contributions of these inputs are lower for this particular data
point.

For the data point in Figure 4, most of the major input contributions seem to drive the prediction correctly to

http://dx.doi.org/10.20517/ces.2022.41
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Figure 5. SHAP summary plot on the test data for the benign output class

benign. In this case, inputs 20, 6 and 22 (radius (worst), concavity (mean) and perimeter (worst), respectively)
are the most important inputs, each with a contribution factor of 0.1. For these two cases, it is understood
that lower values for most of the features indicate benign masses while higher values indicate malignancy.
This is consistent with expert understanding of malignant masses [30]. The LIME outputs thus help us gain an
understanding of the variables and their values that affect the predictions made by the trained DNN.

4.2. Results with SHAP
SHAP was also used to analyze the predictions made by the trained DNN on the data points from the test
set. The Shapley values of each input feature can be evaluated for each data point. The mean of the absolute
shapley values of each feature across the data can be used to evaluate the importance of the features. Figure 5
shows the summary plot of shapley values across the test data. The shapley values are plotted for the benign
output class. Hence, higher shapley values imply higher chances of a benign prediction. The color of the
points represents the feature values, with lower values shown by blue and higher values shown by red points.
Overlapping points are jittered vertically. The input features are ordered in descending order of importance
which is measured using the mean of the absolute shapley values across the data for feature. This can also be
noticed from the fact that moving down, the distribution of shapley decreases.

From Figure 5, we can infer that lower values of certain features such as radius (worst), concave points (worst),
texture (worst), etc. indicate a benign prediction. On the other hand, higher values for the same features
indicate a malignant prediction. This is in line with expert’s understanding of malignancy of breast masses as
described in the UCI breast cancerWisconsin database [30]. In fact, the features in this dataset are defined such
that higher values indicate malignancy. Additionally, the SHAP summary plot also correctly identifies that the

http://dx.doi.org/10.20517/ces.2022.41
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Figure 6. SHAP dependency plot for texture (mean). SHAP: Shapley Additive exPlanations.

worst values of the different variables are more important for differentiating between benign and malignant
masses.

SHAP dependency plots can provide additional insights about the dependency between features and their
effect on the shapley values. For example, Figure 6 shows the SHAP dependency plot for the input feature
texture (mean). This feature has the highest dependency on another input feature texture (worst) and hence is
also shown in the plot. It can be noticed that shapley values for texture mean linearly decreases with increasing
texture (mean). Additionally, based on the colored points, it can be seen that higher texture (mean) also has
higher texture (worst).

As another example, Figure 7 shows the SHAP dependency plot for the feature concave points (mean). The
feature with the highest dependency on this feature is symmetry (std). Again, it can be seen that the shapley
values for concave points (mean) linearly decrease with increasing values for the feature concave points (mean).
However, symmetry (std) does not necessarily have a linear relationship with the chosen feature, as can be seen
from the distribution in the colors of the different points on the plot. We can see points with low and high
values of symmetry (std) for lower values of concave points (mean).

Certain commonalities can be found between the SHAP summary plot in Figure 5 and the LIME plots for
individual data points from Figures 3 and 4. For example, Figure 3 shows that higher values of texture (worst),
smoothness (worst) and concave points (worst) (inputs 21, 24 and 27, respectively) drive that data point to
malignant prediction. The same can be noticed from the SHAP summary plot. Similarly, from Figure 4, lower
values of radius (worst), concavity (mean) and perimeter (worst) (inputs 20, 6 and 22, respectively) drive that
data point towards benign prediction. The same trend can be seen from the SHAP summary plot in Figure 5.

The above analysis suggests that explainability tools such as LIME and SHAP can be invaluable tools in an-
alyzing trained models and understanding their predictions. These tools can help us obtain trends in the
predictions from the trained models to explain the decisions made by the model. LIME and SHAP could be
used for multi-class classification (with more than two classes) [31], regression [32] and other types of applica-
tions such as image processing using CNNs [33], etc. Since both tools have to run the trained model several
times to produce explanations, it may not be useful for real-time explanations. The computational complexity
of methods would depend on the computational time needed to make inferences. For example, larger neural
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Figure 7. SHAP dependency plot for concave points (mean). SHAP: Shapley Additive exPlanations.

networks could be more complicated to use as inputs to LIME and SHAP. However, they can still be a valuable
tool for obtaining explanations for applications that do not require real-time explanations or those that only
require explanations during certain instances.

5. CONCLUSIONS AND FUTURE WORK
In this paper, we presented the use of two explainability tools, namely LIME and SHAP, to explain the decisions
made by a trainedDNNmodel. We used the popular Breast CancerWisconsin dataset from theUCI repository
as the use case for our work. We presented the trends obtained using LIME and SHAP on the predictionsmade
by the trained models. The LIME outputs were shown for individual data points from the test data. On the
other hand, SHAP was used to present a summary plot that showed a holistic view of the effect of the different
features on themodel predictions across the entire test dataset. Additionally, the paper also presented common
trends between the analysis results from both LIME and SHAP.

For future work, we plan to use these tools for other datasets, especially those with more than two output
classes. It will be interesting to see how the results from LIME and SHAP analysis can help gain insights into
datasets with a larger number of classes. The results from this paper are very encouraging to the research
efforts on advancing explainability to deep learning based machine learning models. We also plan to make use
of the abstract features derived within the DNN as possible input to LIME and SHAP. This may also help to
understand the relevance of abstract features and may be useful for other aspects of machine learning, such as
transfer learning.

5.1. Note
The Python code is available at this GitHub repository: https://github.com/sathyaa3p/xaiBreastCancer
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Abstract
In this paper, we examine the stability of highly nonlinear switched stochastic systems (SSSs) with time-varying de-
lays, where the switching time instants are deterministic rather than stochastic. Herein, the boundedness of the
global solution is first proven for highly nonlinear SSSs via the average dwell time (ADT) method and multiple Lya-
punov function (MLF) approach. Then, the stability criteria for 𝑞th moment exponential stability and almost surely
exponential stability are presented. Themain difficulty lies in the presence of switching and time-varying delay terms,
which prevents the validation of existing methods. New inequality techniques have been developed to counteract the
effects of switching signals and time-varying delays. Finally, an example is provided to verify the effectiveness of the
results.
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1. INTRODUCTION
Switched systems are important dynamic systems. The idea of switching has been widely applied in various
fields, such as aircraft attitude control [1], ecological dynamics [2], and financial markets [3]. With the increasing
complexity of system architectures, dynamical analysis of switched systems has attracted significant academic
interest. A switched system consists of a family of continuous-time dynamics, discrete-time dynamics, and
switching rules between subsystems. According to the switching signal features, switched systems are divided
into two categories, namely, deterministic switched systems and randomly switched systems. Many researchers
have focused on stabilization and stability analyses of various switched systems. For example, in [4], a series of
results on stochastic differential equations (SDEs) with Markovian switching was obtained. In particular, the
authors have provided some useful stability criteria. In [5], the authors studied the input-to-state stability of
time-varying switched systems by employing the ADT method coupled with the MLF approach. The authors
of [6] investigated the stability of switched stochastic delay neural networks with all unstable subsystems based
on discretized Lyapunov-Krasovskii functions (DLKFs). In [7], a novel Lyapunov function was designed to
ensure a non-weighted L2 gain for switched systems with asynchronous switching. In [8], a hidden Markov
model was proposed to study the finite region𝐻∞ asynchronous control problem for two-dimensionalMarkov
jump systems. Other interesting researches on switched systems can be found in [9–11] and references therein.

The linear growth condition (LGC) is crucial for ensuring the existence of a global solution for a stochastic
system. However, many stochastic systems do not satisfy LGC. Hence, the solution of a stochastic system
may explode in a finite time. Recently, the stability of stochastic systems without LGC has drawn consider-
able attention. For instance, the authors of [12] investigated the stability and boundedness of nonlinear hybrid
stochastic differential delay equations without LGC based on a Lyapunov function approach. By introducing a
polynomial growth condition (PGC), [13] discussed the stabilization problem of highly nonlinear hybrid SDEs.
The input-to-state practically exponential stability in the sense of mean square was introduced in [14]. Suffi-
cient conditions for stability have been obtained. Additionally, other meaningful results were reported in [15]

and [16].

Time-delay is an important factor that affects dynamical performances of stochastic systems. By constructing a
suitable Lyapunov function, the authors of [12] studied the stability and boundedness of highly nonlinear hybrid
stochastic systems with a time delay. The authors of [17] used the ADTmethod to study the stability problem of
SSSs, where the switching signals are deterministic. Based on the stability criteria for stochastic time-delay sys-
tems, the authors of [18] introduced a suitable Lyapunov-Krasovskii (L-K) functional, and discussed the global
probabilistic asymptotic stability of the closed-loop system. In [19], the Razumikhin approach was presented to
study the exponential stability of a class of impulsive stochastic delay differential systems. Using the piecewise
dynamic gain method, the authors of [20] studied the global uniform ultimate boundedness of switched linear
time-delay systems. Motivated by the aforementioned literature, the stability of highly nonlinear SSSs with
time-varying delays is studied in this paper. Figure 1 shows the framework of this paper.

The challenges of this article lie in the following two parts: (1) The time delay studied here is merely a Borel
measurable function of time 𝑡. That is to say, it may be non-differentiable with respect to time 𝑡, which means
that the existing methods regarding constant delays or differentiable delays are no longer applicable; (2) Rather
than aMarkovian switching signal, a deterministic switching signal is involved in the studied system, indicating
thatMarkovian switched systems basedM-matrixmethod is invalid. To address the influences of deterministic
switching signals, an ADT method coupled with the MLF approach is utilized in our stability analysis.

The main advantages of this paper are as follows:
(1) Without the LGC, the existence and uniqueness of a global solution is proven for highly nonlinear SSSs,
where a deterministic switching signal rather than a Markovian switching signal is considered.
(2) By integrating the ADT method and MLF approach, the 𝑞th moment exponential stability and almost

http://dx.doi.org/10.20517/ces.2022.48
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Figure 1. Framework of the paper.

surely exponential stability are presented for highly nonlinear SSSs with time-varying delays.

The remainder of this paper is organized as follows. An introduction of the model and important assumptions
are given in Section 2. The existence of a unique global solution and stability analysis are presented in Sections 3.
In Section 4, a simulation example is presented to validate our theoretical results. Finally, Section 5 concludes
the paper.

Note: In this paper, R+ = (0,∞), N+ = 1, 2, · · · , 𝜅, · · · , N = N+ ∪ {0} with 𝜅 being a positive finite integer,
R𝑛 denotes the 𝑛-dimensional real space. For 𝑥 ∈ R𝑛, |𝑥 | =

( ∑𝑛
𝑖=1 𝑥

2
𝑖

) 1
2 denotes the Euclidean norm of vector.

For any matrix 𝐴 ∈ R𝑛×𝑛, |𝐴| =
√
𝐴𝑇 𝐴 denotes the trace norm of matrix 𝐴, where 𝐴𝑇 is the transpose of

matrix 𝐴 and tr{𝐴} denotes its trace. For 𝜏 > 0, 𝐶 ([−𝜏, 0];R𝑛) denotes the space of all continuous functions
𝜑 from [−𝜏, 0] → R𝑛 with the norm | |𝜑 | | = sup−𝜏≤𝑢≤0 |𝜑(𝑢) |, C𝑏F0

([−𝜏, 0];R𝑛) denotes the family of all F0-
measurable bounded C([−𝜏, 0];R𝑛)-valued random variable 𝜉 = {𝜉 (𝜃) : −𝜏 ≤ 𝜃 ≤ 0}. Let (𝛺, F , P) be a
complete probability space with a filtration {F𝑡}𝑡≥0. 𝐵(𝑡)=(𝐵1(𝑡), · · · , 𝐵𝑚 (𝑡)) denotes an 𝑚-dimensional F𝑡-
adapted Brownian motion, which is defined on a complete probability space. In addition, V1,2 denotes the
family of all non-negative functions 𝑉 (𝑡, 𝑥, 𝑖) : [−𝜏,∞) × R𝑛 × Γ → R+, which are first-order continuously
differentiable in 𝑡 and second-order continuously differentiable in 𝑥. Let 𝐶 ([−𝜏,∞) ×R𝑛;R+) be the family of
continuous functions𝑊 : [−𝜏,∞)×R𝑛 → R+. For real numbers 𝑎 and 𝑏, 𝑎∧𝑏 = min{𝑎, 𝑏}, 𝑎∨𝑏 = max{𝑎, 𝑏}.

2. PRELIMINARIES
Model descriptions and assumptions are introduced in this section. In this study, we analyzed the following
highly nonlinear SSS with time-varying delays:

𝑑𝑥(𝑡) = 𝑓𝜎(𝑡) (𝑡, 𝑥(𝑡), 𝑥(𝑡 − 𝛿𝑡))𝑑𝑡 + 𝑔𝜎(𝑡) (𝑡, 𝑥(𝑡), 𝑥(𝑡 − 𝛿𝑡))𝑑𝐵(𝑡), (1)

with the initial value:

{𝑥(𝑡) : −𝑚 ≤ 𝑡 ≤ 0} = 𝜉 ∈ C𝑏F0
( [−𝑚, 0];R𝑛), (2)

where 𝑚 > 0 is a constant and switching signal 𝜎(𝑡) : [0,∞) → Γ = {1, 2, · · · , 𝜅} is a piecewise constant
function that is continuous from the right. In particular, it is a non-random function of 𝑡. For 𝑡 ∈ [𝑡𝑚 , 𝑡𝑚+1),
𝜎(𝑡) = 𝑖𝑚 ∈ Γ, where 𝑡𝑚 is the 𝑚th switching time instant and 𝑚 ∈ N. For each 𝑖 ∈ Γ, the mappings
𝑓𝑖 : R+ × R𝑛 × R𝑛 → R𝑛 and 𝑔𝑖 : R+ × R𝑛 × R𝑛 → R𝑛×𝑚 are Borel-measurable functions. Compared with [13],
one of the merits of this paper is that the time delay 𝛿𝑡 is merely a Borel measurable function of 𝑡 and may be
non-differentiable. Precisely, we need to impose some requirements on the time-varying delay 𝛿𝑡 .
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Assumption 1 The time-varying delay 𝛿𝑡 is a Borel measurable function of 𝑡 from R+ → [𝑚1, 𝑚] with the prop-
erty that

𝑚̄ = lim sup
Δ→0+

(
sup
𝑠≥−𝑚

𝜇(𝑀𝑠,Δ)
Δ

)
< ∞, (3)

where 𝑚1 and 𝑚 are positive constants, 𝑀𝑠,4 = {𝑡 ∈ R+ : 𝑡 − 𝛿𝑡 ∈ [𝑠, 𝑠 + 4)} and 𝜇(·) denotes the Lebesgue
measure on R+.

Remark 1 Assumption 1 reveals that the time delay in SSS (1) is merely a Borel measurable function of time
𝑡, which means that it may be non-differentiable with respect to time 𝑡. In most reported studies on SSSs (see,
e.g., [21–25]), the time delay 𝛿𝑡 is always assumed to be a differentiable function and its time derivative ¤𝛿𝑡 should
satisfy ¤𝛿𝑡 ≤ 𝛿 < 1 with 𝛿 being a positive constant. However, this condition is too conservative for practical
application. Many time-delay functions in actual systems do not satisfy this assumption. For example, a time-
varying delay 𝛿𝑡 is defined as 𝛿𝑡 = 0.5 + 0.25| sin(10𝑡) |. If 𝛿𝑡 is a Lipschitz continuous function with a Lipschitz
coefficient 𝑚2 ∈ (0, 1), namely, |𝛿𝑡 − 𝛿𝑠 | ≤ 𝑚2 |𝑡 − 𝑠 |, then for all 0 ≤ 𝑠 < 𝑡 < ∞. Then, 𝛿𝑡 satisfies Assumption 1
with 𝑚̄ = (1−𝑚2)−1. In particular, if 𝛿𝑡 is differentiable and its derivative is bounded by 𝑚2 ∈ (0, 1), then 𝛿𝑡 still
satisfies Assumption 1. From a theoretical perspective, a large class of functions 𝛿𝑡 can satisfy Assumption 1. Note
that the constant 𝑚̄ must not be less than 1 (i.e., 𝑚̄ ≥ 1). This point can be obtained from the following lemma,
with 𝜓 = 1.

The following lemma provides a useful inequality to obtain the stability of the SSS (1) with time-varying delays,
and its proof can be found in [16].

Lemma 1 [16] Let 𝑇 > 0 and 𝜓 : [𝑡0 − 𝑚,𝑇 − 𝑚1] → R+ be a continuous function. If Assumption 1 holds, then∫ 𝑇

𝑡0

𝜓(𝑡 − 𝛿𝑡)𝑑𝑡 ≤ 𝑚̄
∫ 𝑇−𝑚1

𝑡0−𝑚
𝜓(𝑡)𝑑𝑡. (4)

The conditions for the existence and uniqueness of global solution are the local Lipschitz condition (LLC) and
the LGC (see, e.g., [4,7,20,26]). In this paper, the highly nonlinear SSS (1) generally does not require the LGC.
Consequently, we must impose the PGC on it.

Assumption 2 (LLC & PGC) For any real number 𝑏 > 0, 𝑖 ∈ Γ, there exists a constant 𝐾𝑏,𝑖 > 0 such that

| 𝑓𝑖 (𝑡, 𝑥, 𝑦) − 𝑓𝑖 (𝑡, 𝑥, 𝑦̄) | ∨ |𝑔𝑖 (𝑡, 𝑥, 𝑦) − 𝑔𝑖 (𝑡, 𝑥.𝑦̄) | ≤ 𝐾𝑏,𝑖 ( |𝑥 − 𝑥 | + |𝑦 − 𝑦̄ |), (5)

for all 𝑥, 𝑥, 𝑦, 𝑦̄ ∈ R𝑛, where |𝑥 | ∨ |𝑥 | ∨ |𝑦 | ∨ | 𝑦̄ | ≤ 𝑏. Moreover, there exist constants 𝐾 > 0, 𝛼1 > 1, 𝛼2 ≥ 1 such
that

| 𝑓𝑖 (𝑡, 𝑥, 𝑦) | ≤ 𝐾 (1 + |𝑥 |𝛼1 + |𝑦 |𝛼1),
|𝑔𝑖 (𝑡, 𝑥, 𝑦) | ≤ 𝐾 (1 + |𝑥 |𝛼2 + |𝑦 |𝛼2), (6)

where (𝑡, 𝑥, 𝑦) ∈ R+ × R𝑛 × R𝑛 and 𝑖 ∈ Γ.

Assumption 3 Assume that there are two functions 𝛬 ∈ V1,2([−𝑚,∞) × R𝑛 × Γ;R+) and𝑊 ∈ 𝐶 ([−𝑚,∞) ×
R𝑛;R+), as well as positive numbers 𝑎1, 𝑎2, 𝜆1, 𝜆3 and real numbers 𝜆2, 𝜆4, satisfying 𝜆1 > 𝜆2, 𝜆3 > 𝜆4 and
𝑞 > 2, 𝜇𝑖 > 1, such that for any (𝑡, 𝑥, 𝑦, 𝑖) ∈ R+ × R𝑛 × R𝑛 × Γ,

𝑎1 |𝑥 |𝑞 ≤ Λ(𝑡, 𝑥, 𝑖) ≤ 𝑎2 |𝑥 |𝑞 , (7)
𝛬(𝑡, 𝑥, 𝑖) ≤ 𝜇𝑖𝛬(𝑡, 𝑥, 𝑗), ∀(𝑡, 𝑥, 𝑖) ∈ R+ × R𝑛 × Γ, (8)

L𝛬(𝑡, 𝑥, 𝑦, 𝑖) = 𝛬𝑡 (𝑡, 𝑥, 𝑖) + 𝛬𝑥 (𝑡, 𝑥, 𝑖) 𝑓𝑖 (𝑡, 𝑥, 𝑦) +
1
2

trace{𝑔𝑖𝑇 (𝑡, 𝑥, 𝑦)𝛬𝑥𝑥 (𝑡, 𝑥, 𝑖)𝑔𝑖 (𝑡, 𝑥, 𝑦)}

≤ −𝜆1𝑊 (𝑥) + 𝜆2𝑊 (𝑦) − 𝜆3 |𝑥 |𝑞 + 𝜆4 |𝑦 |𝑞 , (9)
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where 𝑦 = 𝑥(𝑡 − 𝛿𝑡) and

𝛬𝑡 (𝑡, 𝑥, 𝑖) =
𝜕𝛬(𝑡, 𝑥, 𝑖)

𝜕𝑡
,

𝛬𝑥 (𝑡, 𝑥, 𝑖) =
(
𝜕𝛬(𝑡, 𝑥, 𝑖)
𝜕𝑥1

, · · · , 𝜕𝛬(𝑡, 𝑥, 𝑖)
𝜕𝑥𝑛

)
,

𝛬𝑥𝑥 (𝑡, 𝑥, 𝑖) =
(
𝜕2𝛬(𝑡, 𝑥, 𝑖)
𝜕𝑥 𝑗𝜕𝑥𝑘

)
𝑛×𝑛
.

Moreover, assume that there exists a constant 𝜀 > 0, such that

𝜆3 − 𝜆4𝑚̄𝑒
𝜀𝑚 − 𝜀𝑎2 = 0, (10)

𝜆1 − 𝜆2𝑚̄𝑒
𝜀𝑚 > 0. (11)

Remark 2 The system studied in this research has the property of high nonlinearity. In other words, the LGC is
removed from the SSS (1), which makes the considered system more general. Without the LGC, the solution of a
stochastic system may explode in a finite time. To ensure the existence of a global solution, a PGC (i.e., condition
(6)) is imposed on the SSS (1) (see, e.g., [13,27,28]). Therefore, the system (1) we studied obeys the LLC (i.e., condition
(5)) and the PGC. By combining theMLF approach and ADTmethod, we then prove the existence and uniqueness
of the global solution.

Before presenting the main results, the definition of ADT is revisited.

Definition 1 [28] For a switching signal 𝜎(𝑡) and any 𝑡 ≥ 𝑠 ≥ 0, 𝑇𝑖 (𝑡, 𝑠) and 𝑁𝑖 (𝑡, 𝑠) denote the whole running
time and the switching number of the i-th subsystem over the interval [𝑠, 𝑡], respectively, 𝑖 ∈ Γ. Then, the following
inequality holds:

𝑁𝑖 (𝑡, 𝑠) ≤
𝑇𝑖 (𝑡, 𝑠)
J𝑎𝑖

+ 𝑁0𝑖 ,

where J𝑎𝑖 > 0 is called the mode-dependent ADT and 𝑁0𝑖 > 0 is the mode-dependent chatter bound.

3. MAIN RESULTS
In this section, we prove the existence of a unique global solution for a highly nonlinear SSS (1) by using the
ADT and MLF approaches. Then, both the 𝑞th moment exponential stability and almost surely exponential
stability are provided for a highly nonlinear SSS (1).

Theorem 1 Under Assumptions 1-3, if there exists a constant 𝜀 > 0 such that

J𝑎𝑖 >
ln 𝜇𝑖
𝜀
. (12)

Then, for any initial data (2), there exists a unique global solution 𝑥(𝑡) for the SSS (1) on [−𝑚,∞), and the solution
satisfies

sup
−𝑚≤𝑡<∞

E|𝑥(𝑡) |𝑞 < ∞. (13)

Proof. We divide the whole proof into two steps. In step 1, for all 𝑖 ∈ S, we prove that the 𝑖-th subsystem with
the initial value 𝑥𝑖 (0) has a unique global solution 𝑥𝑖 (𝑡). In step 2, when each subsystem has a unique global
solution, the SSS (1) with a deterministic switching signal has a unique global solution 𝑥(𝑡) on [−𝑚,∞).
Step 1. For all 𝑖 ∈ S, the control system becomes

𝑑𝑥𝑖 (𝑡) = 𝑓𝑖 (𝑡, 𝑥𝑖 (𝑡), 𝑦𝑖 (𝑡))𝑑𝑡 + 𝑔𝑖 (𝑡, 𝑥𝑖 (𝑡), 𝑦𝑖 (𝑡))𝑑𝐵(𝑡), 𝑡 ≥ −𝑚, (14)
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where 𝑦𝑖 (𝑡) = 𝑥𝑖 (𝑡 − 𝛿𝑡). Under the LLC, system (14) has a unique maximal global solution on [−𝑚, 𝜌𝑖∞),
denoted as 𝑥𝑖 (𝑡), where 𝜌𝑖∞ is the explosion time. Then, we prove 𝜌𝑖∞ = ∞ a.s. Thus, it is necessary to define
the stopping time sequence. Let 𝑘0 be a constant sufficiently large to satisfy 𝑘0 > |𝑥𝑖 (0) |. For any integer
𝑘 ≥ 𝑘0, we define the stopping time sequence as follows:

𝛿𝑘,𝑖 = inf{𝑡 ∈ [0, 𝜌𝑖∞), |𝑥𝑖 (𝑡) | ⩾ 𝑘}.

Clearly , 𝛿𝑘,𝑖 increases as 𝑘 → ∞ and therefore we set 𝛿∞,𝑖 := lim
𝑘→∞

𝛿𝑘,𝑖 . Observe that 𝛿∞,𝑖 ≤ 𝜌∞,𝑖 a.s. Thus,
𝛿∞,𝑖 = ∞, a.s., which yields 𝜌∞,𝑖 = ∞ a.s. From the It𝑜 formula and condition (9), it is easily proven that

𝐸𝑒𝜀(𝑡∧𝛿𝑘,𝑖)Λ(𝑡 ∧ 𝛿𝑘,𝑖 , 𝑥𝑖 (𝑡 ∧ 𝛿𝑘,𝑖), 𝑖)

= 𝐸𝑒𝜀𝑡0Λ(𝑡0, 𝑥𝑖 (𝑡0), 𝑖) + 𝐸
∫ 𝑡∧𝛿𝑘,𝑖

𝑡0

𝑒𝜀𝑠 [𝜀Λ(𝑠, 𝑥𝑖 (𝑠), 𝑖) + LΛ(𝑠, 𝑥𝑖 (𝑠), 𝑖)]𝑑𝑠

≤ 𝐸𝑒𝜀𝑡0Λ(𝑡0, 𝑥𝑖 (𝑡0), 𝑖) + 𝐸
∫ 𝑡∧𝛿𝑘,𝑖

𝑡0

𝑒𝜀𝑠 [𝜀𝑎2 |𝑥𝑖 (𝑠) |𝑞 − 𝜆1𝑊 (𝑥𝑖 (𝑠)) + 𝜆2𝑊 (𝑦𝑖 (𝑠))

− 𝜆3 |𝑥𝑖 (𝑠) |𝑞 + 𝜆4 |𝑦𝑖 (𝑠) |𝑞]𝑑𝑠.

By Lemma 1, we have

𝐸

∫ 𝑡∧𝛿𝑘,𝑖

𝑡0

𝑒𝜀𝑠𝑊 (𝑥𝑖 (𝑠 − 𝛿𝑠))𝑑𝑠

≤ 𝑒𝜀𝑚𝑚̄𝐸

∫ 𝑡∧𝛿𝑘,𝑖

𝑡0−𝑚
𝑒𝜀𝑠𝑊 (𝑥𝑖 (𝑠))𝑑𝑠

≤ 𝑒𝜀𝑚𝑚̄𝐸

∫ 𝑡0

𝑡0−𝑚
𝑒𝜀𝑠𝑊 (𝑥𝑖 (𝑠))𝑑𝑠 + 𝑒𝜀𝑚𝑚̄𝐸

∫ 𝑡∧𝛿𝑘,𝑖

𝑡0

𝑒𝜀𝑠𝑊 (𝑥𝑖 (𝑠))𝑑𝑠, (15)

and

𝐸

∫ 𝑡∧𝛿𝑘,𝑖

𝑡0

𝑒𝜀𝑠 |𝑥𝑖 (𝑠 − 𝛿𝑠) |𝑞𝑑𝑠

≤ 𝑒𝜀𝑚𝑚̄𝐸
∫ 𝑡∧𝛿𝑘,𝑖

𝑡0−𝑚
𝑒𝜀𝑠 |𝑥𝑖 (𝑠) |𝑞𝑑𝑠

≤ 𝑒𝜀𝑚𝑚̄𝐸
∫ 𝑡0

𝑡0−𝑚
𝑒𝜀𝑠 |𝑥𝑖 (𝑠) |𝑞𝑑𝑠 + 𝑒𝜀𝑚𝑚̄𝐸

∫ 𝑡∧𝛿𝑘,𝑖

𝑡0

𝑒𝜀𝑠 |𝑥𝑖 (𝑠) |𝑞𝑑𝑠. (16)

Hence,

𝐸𝑒𝜀(𝑡∧𝛿𝑘,𝑖)Λ(𝑡 ∧ 𝛿𝑘,𝑖 , 𝑥𝑖 (𝑡 ∧ 𝛿𝑘,𝑖), 𝑖)

≤ 𝐶 − (𝜆3 − 𝜆4𝑚̄𝑒
𝜀𝑚 − 𝜀𝑎2)𝐸

∫ 𝑡∧𝛿𝑘,𝑖

𝑡0

𝑒𝜀𝑠 |𝑥𝑖 (𝑠) |𝑞𝑑𝑠 − (𝜆1 − 𝜆2𝑚̄𝑒
𝜀𝑚)𝐸

∫ 𝑡∧𝛿𝑘,𝑖

𝑡0

𝑒𝜀𝑠𝑊 (𝑥𝑖 (𝑠))𝑑𝑠,

where

𝐶 =𝐸

(
sup

[𝑡0−𝑚,𝑡0]
𝑒𝜀𝑡0Λ(𝑡0, 𝜉, 𝑖)

)
+ 𝜆2𝑚̄𝑒

𝜀𝑚𝐸

(
sup

[𝑡0−𝑚,𝑡0]

∫ 𝑡0

𝑡0−𝑚
𝑒𝜀𝑡0𝑊 (𝜉)𝑑𝑠

)
+ 𝜆4𝑚̄𝑒

𝜀𝑚𝐸

(
sup

[𝑡0−𝑚,𝑡0]

∫ 𝑡0

𝑡0−𝑚
𝑒𝜀𝑡0 |𝜉 |𝑞𝑑𝑠

)
is a finite constant. Applying (10) and (11) from Assumption 3, we can deduce that

𝐸𝑒𝜀(𝑡∧𝛿𝑘,𝑖)Λ(𝑡 ∧ 𝛿𝑘,𝑖 , 𝑥𝑖 (𝑡 ∧ 𝛿𝑘,𝑖), 𝑖) ≤ 𝐶.
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Recalling the condition (7), we can get

𝐸𝑎1𝑒
𝜀(𝑡∧𝛿𝑘,𝑖) |𝑥𝑖 (𝑡 ∧ 𝛿𝑘,𝑖) |𝑞 ≤ 𝐶.

This implies

𝑘𝑞𝑃(𝛿𝑘,𝑖 ≤ 𝑡) ≤ 𝐸 |𝑥𝑖 (𝑡 ∧ 𝛿𝑘,𝑖) |𝑞 ≤ 𝐶

𝑎1
𝑒−𝜀(𝑡∧𝛿𝑘,𝑖) .

We observe that

𝑃(𝛿𝑘,𝑖 ≤ 𝑡) ≤
𝐶

𝑎1𝑘𝑞
𝑒−𝜀(𝑡∧𝛿𝑘,𝑖) .

Letting 𝑘 → ∞ yields that 𝑃(𝛿∞,𝑖 ⩽ 𝑡) = 0. Hence, 𝛿∞,𝑖 = ∞ a.s. Therefore, we have 𝜌∞,𝑖 = ∞ a.s. This implies
that the unique solution for the 𝑖-th subsystem (14) will not explode in finite time.
Step 2. This section proves the existence of a unique global solution for SSS (1). Let 𝑘0 > 0 be a sufficiently
large integer, such that 𝑘0 > |𝑥𝑖 (0) |, where |𝑥𝑖 (0) | is the initial data of the 𝑖-th subsystem. For any integer
𝑘 ≥ 𝑘0, we define the stopping time sequence as follows:

𝛿𝑛𝑘 = inf{𝑡 ∈ [𝑡𝑛, 𝑡𝑛+1) : |𝑥(𝑡) | ⩾ 𝑘}.

Clearly, 𝛿𝑛𝑘 increases as 𝑘 → ∞. For 𝑡 ∈ [𝑡0, 𝑡1), 𝜎(𝑡) = 𝑖0, using the It𝑜 formula, we have

𝐸𝑒𝜀(𝑡∧𝛿
0
𝑘
)Λ(𝑡 ∧ 𝛿0

𝑘 , 𝑥(𝑡 ∧ 𝛿
0
𝑘 ), 𝑖0)

≤ 𝐸𝑒𝜀𝑡0Λ(𝑡0, 𝑥(𝑡0), 𝑖0) + 𝐸
∫ 𝑡∧𝛿0

𝑘

𝑡0

𝑒𝜀𝑠𝛯 (𝑠, 𝑖0)𝑑𝑠, (17)

where 𝛯 (𝑠, 𝑖0) = 𝜀Λ(𝑠, 𝑥(𝑠), 𝑖0)+LΛ(𝑠, 𝑥(𝑠), 𝑦(𝑠), 𝑖0). Letting 𝑡 = 𝑡1, according to condition (8) inAssumption
3, we derive that

𝐸𝑒𝜀𝑡1Λ(𝑡1, 𝑥(𝑡1), 𝑖1) ≤ 𝜇𝑖𝐸𝑒
𝜀𝑡1Λ(𝑡1, 𝑥(𝑡1), 𝑖0)

≤ 𝜇𝑖 [𝐸𝑒𝜀𝑡0Λ(𝑡0, 𝑥(𝑡0), 𝑖0) + 𝐸
∫ 𝑡1

𝑡0

𝑒𝜀𝑠𝛯 (𝑠, 𝑖0)𝑑𝑠] . (18)

For 𝑡 ∈ [𝑡1, 𝑡2), 𝜎(𝑡) = 𝑖1, we obtain

𝐸𝑒𝜀(𝑡∧𝛿
1
𝑘 )Λ(𝑡 ∧ 𝛿1

𝑘 , 𝑥(𝑡 ∧ 𝛿1
𝑘 ), 𝑖1)

≤ 𝐸𝑒𝜀𝑡1Λ(𝑡1, 𝑥(𝑡1), 𝑖1) + 𝐸
∫ 𝑡∧𝛿1

𝑘

𝑡1

𝑒𝜀𝑠𝛯 (𝑠, 𝑖1)𝑑𝑠. (19)

Combining (18) and (19), it implies that

𝐸𝑒𝜀(𝑡∧𝛿
1
𝑘 )Λ(𝑡 ∧ 𝛿1

𝑘 , 𝑥(𝑡 ∧ 𝛿1
𝑘 ), 𝑖1)

≤ 𝜇𝑖 [𝐸𝑒𝜀𝑡0Λ(𝑡0, 𝑥(𝑡0), 𝑖0) + 𝐸
∫ 𝑡1

𝑡0

𝑒𝜀𝑠𝛯 (𝑠, 𝑖0)𝑑𝑠] + 𝐸
∫ 𝑡∧𝛿1

𝑘

𝑡1

𝑒𝜀𝑠𝛯 (𝑠, 𝑖1)𝑑𝑠. (20)

For 𝑡 ∈ [𝑡𝑚−1, 𝑡𝑚) and 𝜎(𝑡) = 𝑖𝑚−1, we assume that

𝐸𝑒𝜀(𝑡∧𝛿
𝑚−1
𝑘 )Λ(𝑡 ∧ 𝛿𝑚−1

𝑘 , 𝑥(𝑡 ∧ 𝛿𝑚−1
𝑘 ), 𝑖𝑚−1)

≤ 𝐸𝑒𝜀𝑡𝑚−1Λ(𝑡𝑚−1, 𝑥(𝑡𝑚−1), 𝑖𝑚−1) + 𝐸
∫ 𝑡∧𝛿𝑚−1

𝑘

𝑡𝑚−1

𝑒𝜀𝑠𝛯 (𝑠, 𝑖𝑚−1)𝑑𝑠

≤ 𝜇𝑁𝑖 (𝑡𝑚−1,𝑡0)
𝑖 𝐸𝑒𝜀𝑡0Λ(𝑡0, 𝑥(𝑡0), 𝑖0) + 𝜇𝑁𝑖 (𝑡𝑚−1,𝑡0)

𝑖 𝐸

∫ 𝑡1

𝑡0

𝑒𝜀𝑠𝛯 (𝑠, 𝑖0)𝑑𝑠

+ 𝜇𝑁𝑖 (𝑡𝑚−1,𝑡0)−1
𝑖 𝐸

∫ 𝑡2

𝑡1

𝑒𝜀𝑠𝛯 (𝑠, 𝑖1)𝑑𝑠 + · · · + 𝜇𝑖𝐸
∫ 𝑡𝑚−1

𝑡𝑚−2

𝑒𝜀𝑠𝛯 (𝑠, 𝑖𝑚−2)𝑑𝑠

+ 𝐸
∫ 𝑡∧𝛿𝑚−1

𝑘

𝑡𝑚−1

𝑒𝜀𝑠𝛯 (𝑠, 𝑖𝑚−1)𝑑𝑠. (21)
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By mathematical induction, for 𝑡 ∈ [𝑡𝑚 , 𝑡𝑚+1) and 𝜎(𝑡) = 𝑖𝑚 , we have

𝐸𝑒𝜀(𝑡∧𝛿
𝑚
𝑘 )Λ(𝑡 ∧ 𝛿𝑚𝑘 , 𝑥(𝑡 ∧ 𝛿

𝑚
𝑘 ), 𝑖𝑚) = 𝐸𝑒

𝜀𝑡𝑚Λ(𝑡𝑚 , 𝑥(𝑡𝑚), 𝑖𝑚) + 𝐸
∫ 𝑡∧𝛿𝑚𝑘

𝑡𝑚

𝑒𝜀𝑠𝛯 (𝑠, 𝑖𝑚)𝑑𝑠. (22)

It follows from (8) and (21) that

𝐸𝑒𝜀(𝑡∧𝛿
𝑚
𝑘 )Λ(𝑡 ∧ 𝛿𝑚𝑘 , 𝑥(𝑡 ∧ 𝛿

𝑚
𝑘 ), 𝑖𝑚)

≤ 𝜇𝑖𝐸𝑒
𝜀𝑡𝑚Λ(𝑡𝑚 , 𝑥(𝑡𝑚), 𝑖𝑚−1) + 𝐸

∫ 𝑡∧𝛿𝑚𝑘

𝑡𝑚

𝑒𝜀𝑠𝛯 (𝑠, 𝑖𝑚)𝑑𝑠

≤ 𝜇𝑁𝑖 (𝑡𝑚,𝑡0)
𝑖 𝐸𝑒𝜀𝑡0Λ(𝑡0, 𝑥(𝑡0), 𝑖0) + 𝜇𝑁𝑖 (𝑡𝑚,𝑡0)

𝑖 𝐸

∫ 𝑡1

𝑡0

𝑒𝜀𝑠𝛯 (𝑠, 𝑖0)𝑑𝑠 + · · ·

+ 𝜇2
𝑖 𝐸

∫ 𝑡𝑚−1

𝑡𝑚−2

𝑒𝜀𝑠𝛯 (𝑠, 𝑖𝑚−2)𝑑𝑠 + 𝜇𝑖𝐸
∫ 𝑡𝑚

𝑡𝑚−1

𝑒𝜀𝑠𝛯 (𝑠, 𝑖𝑚−1)𝑑𝑠 + 𝐸
∫ 𝑡∧𝛿𝑚𝑘

𝑡𝑚

𝑒𝜀𝑠𝛯 (𝑠, 𝑖𝑚)𝑑𝑠. (23)

Because 𝜇𝑖 > 1, we obtain from (23) that

𝐸𝑒𝜀(𝑡∧𝛿
𝑚
𝑘 )Λ(𝑡 ∧ 𝛿𝑚𝑘 , 𝑥(𝑡 ∧ 𝛿

𝑚
𝑘 ), 𝑖𝑚) ≤ 𝜇𝑁𝑖 (𝑡,𝑡0)

𝑖 [𝐸𝑒𝜀𝑡0Λ(𝑡0, 𝑥(𝑡0), 𝑖0) + 𝐸
∫ 𝑡∧𝛿𝑚𝑘

𝑡0

𝑒𝜀𝑠𝛯 (𝑠, 𝑖𝑚)𝑑𝑠] .

Similar to the proof stated in Part 1, we can derive

𝐸𝑒𝜀(𝑡∧𝛿
𝑚
𝑘 )Λ(𝑡 ∧ 𝛿𝑚𝑘 , 𝑥(𝑡 ∧ 𝛿

𝑚
𝑘 ), 𝑖𝑚) ≤ 𝜇𝑁𝑖 (𝑡,𝑡0)

𝑖 [𝐶1 − (𝜆1 − 𝜆2𝑚̄𝑒
𝜀𝑚)𝐸

∫ 𝑡∧𝛿𝑚𝑘

𝑡0

𝑒𝜀𝑠𝑊 (𝑥(𝑠))𝑑𝑠

− (𝜆3 − 𝜆4𝑚̄𝑒
𝜀𝑚 − 𝜀𝑎2)𝐸

∫ 𝑡∧𝛿𝑚𝑘

𝑡0

𝑒𝜀𝑠 |𝑥(𝑠) |𝑞𝑑𝑠],

where

𝐶1 =𝐸

(
sup

[𝑡0−𝑚,𝑡0]
𝑒𝜀𝑡0Λ(𝑡0, 𝜉, 𝑖0)

)
+ 𝜆2𝑚̄𝑒

𝜀𝑚𝐸

(
sup

[𝑡0−𝑚,𝑡0]

∫ 𝑡0

𝑡0−𝑚
𝑒𝜀𝑡0𝑊 (𝜉)𝑑𝑠

)
+ 𝜆4𝑚̄𝑒

𝜀𝑚𝐸

(
sup

[𝑡0−𝑚,𝑡0]

∫ 𝑡0

𝑡0−𝑚
𝑒𝜀𝑡0 |𝜉 |𝑞𝑑𝑠

)
,

is finite. Then,

𝐸𝑒𝜀(𝑡∧𝛿
𝑚
𝑘 )Λ(𝑡 ∧ 𝛿𝑚𝑘 , 𝑥(𝑡 ∧ 𝛿

𝑚
𝑘 ), 𝑖𝑚) ≤ 𝐶1𝜇

𝑁𝑖 (𝑡,𝑡0)
𝑖 . (24)

Recalling condition (7), we obtain

𝐸 |𝑥(𝑡 ∧ 𝛿𝑚𝑘 ) |
𝑞 ≤ 𝐶1

𝑎1
𝜇𝑁𝑖 (𝑡,𝑡0)
𝑖 𝑒−𝜀(𝑡∧𝛿

𝑚
𝑘 ) .

This implies

𝑃(𝛿𝑚𝑘 ≤ 𝑡) ≤ 𝐶1

𝑎1𝑘𝑞
𝜇𝑁𝑖 (𝑡,𝑡0)
𝑖 𝑒−𝜀(𝑡∧𝛿

𝑚
𝑘 ) .

Letting 𝑘 → ∞, we observe that 𝑃(𝛿𝑚∞ ≤ 𝑡) = 0 and hence 𝛿𝑚∞ ≥ 𝑡 a.s. We let 𝑘 → ∞ in (24) to obtain

𝐸Λ(𝑡, 𝑥(𝑡), 𝜎(𝑡)) ≤ 𝜇𝑁𝑖 (𝑡,𝑡0)
𝑖 𝐶1𝑒

−𝜀𝑡 .
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Using Definition 1, we have that for 𝑡 ≥ 0 and 𝑖 ∈ Γ,

𝐸Λ(𝑡, 𝑥(𝑡), 𝜎(𝑡)) ≤ 𝐶1𝜇

𝑡 − 𝑡0
J𝑎𝑖

+𝑁0𝑖

𝑖 𝑒−𝜀𝑡

≤ 𝐶1𝜇
𝑁0𝑖
𝑖 𝑒

ln 𝜇𝑖
J𝑎𝑖

𝑡

𝑒−𝜀𝑡

= 𝐶2𝑒
−

(
𝜀−

ln 𝜇𝑖
J𝑎𝑖

)
𝑡

, (25)

where 𝐶2 = 𝐶1𝜇
𝑁0𝑖
𝑖 . This implies

𝐸 |𝑥(𝑡) |𝑞 ≤ 𝐶2

𝑎1
. (26)

Therefore, for all 𝑚 ∈ N, we obtain

𝐸Λ(𝑡𝑚 , 𝑥(𝑡𝑚), 𝜎(𝑡𝑚)) ≤ 𝐶2.

This means that the unique solution 𝑥(𝑡) will not explode for 𝑡 ∈ [𝑡𝑚 , 𝑡𝑚+1) and 𝑚 ∈ N. Hence, there exists a
unique global solution {𝑥(𝑡), 𝑡 ≥ 0} for SSS (1). Moreover, from (25), we obtain that

sup
−𝑚≤𝑡≤∞

E|𝑥(𝑡) |𝑞 < ∞.

The proof is completed. □

Remark 3 To deal with the time-varying delay 𝛿𝑡 , some new inequalities (e.g., see (15) and (16) for details) are
constructed in the proof for Theorem 1. Compared with the results reported in existing studies [21–25], the time
delay 𝛿𝑡 in this paper is merely a Borel-measurable function, which invalidates these existing methods. By virtue
of Lemma 1, a more general form of time delay can be imposed on system (1).

We now refer to the equation (25) in the proof of Theorem 1. The following theorem provides sufficient con-
ditions for the 𝑞th exponential stability of system (1) .

Theorem 2 Under the same conditions as those considered inTheorem 1, the solution of system (1) with the initial
value (2) is 𝑞th moment exponentially stable. That is,

lim sup
𝑡→∞

1
𝑡

ln 𝐸 |𝑥(𝑡) |𝑞 < 0. (27)

Proof. Applying (25) yields

𝐸Λ(𝑡, 𝑥(𝑡), 𝜎(𝑡)) ≤ 𝐶2𝑒
−

(
𝜀−

ln 𝜇𝑖
J𝑎𝑖

)
𝑡

.

Recalling condition (7), we have

𝑎1𝐸 |𝑥(𝑡) |𝑞 ≤ 𝐶2𝑒
−

(
𝜀−

ln 𝜇𝑖
J𝑎𝑖

)
𝑡

. (28)

Hence, from (12), we observe that

lim sup
𝑡→∞

1
𝑡

ln 𝐸 |𝑥(𝑡) |𝑞 ≤ lim sup
𝑡→∞

1
𝑡

ln𝐶3𝑒
−

(
𝜀−

ln 𝜇𝑖
J𝑎𝑖

)
𝑡

= −
(
𝜀 − ln 𝜇𝑖

J𝑎𝑖

)
< 0,

where 𝐶3 =
𝐶2

𝑎1
, which is the required assertion in (27). The proof is completed.
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Remark 4 The difficulty of the proof is that the time delay 𝛿𝑡 is merely a Borel measurable function of 𝑡 rather
than a differentiable function of 𝑡 [13,28]. This means that the existing results [13,28]cannot be applied to SSS (1).
By selecting a suitable form of MLF, the existence and uniqueness of the global solution are initially proven via
an inequality scaling technique (i.e., Lemma 1). Subsequently, the 𝐿𝑞-boundedness of the solution is obtained by
using the ADT method.

The following theorem demonstrates that a stronger result can be obtained under proper conditions.

Theorem 3 Let Assumptions 1-3 hold. If 𝑞 > 2𝛼1 ∨ 2𝛼2, then the solution of the controlled system (1) with the
initial value (2) is almost surely exponentially stable. That is,

lim sup
𝑡→∞

1
𝑡

ln( |𝑥(𝑡) |) < 0 𝑎.𝑠. (29)

Proof. Let 𝑘 be any non-negative integer. Using the H ¥𝑜lder and Doob martingale inequalities [26], we obtain

𝐸 ( sup
𝑘≤𝑡≤𝑘+1

|𝑥(𝑡) |2) ≤ 4𝐸 |𝑥(𝑘 + 1) |2

≤ 4[3𝐸 |𝑥(𝑘) |2 + 3𝐸
∫ 𝑘+1

𝑘
| 𝑓𝑖 (𝑡, 𝑥(𝑡), 𝑦(𝑡)) |2𝑑𝑡

+ 12𝐸
∫ 𝑘+1

𝑘
|𝑔𝑖 (𝑡, 𝑥(𝑡), 𝑦(𝑡)) |2𝑑𝑡] .

From condition (6), we have

𝐸 ( sup
𝑘≤𝑡≤𝑘+1

|𝑥(𝑡) |2) ≤ 12𝐸 |𝑥(𝑘) |2 + 𝐶4𝐸

∫ 𝑘+1

𝑘
(1 + |𝑥(𝑡) |2𝛼1 + |𝑥(𝑡 − 𝛿𝑡) |2𝛼1)𝑑𝑡

+ 𝐶4𝐸

∫ 𝑘+1

𝑘
(1 + |𝑥(𝑡) |2𝛼2 + |𝑥(𝑡 − 𝛿𝑡) |2𝛼2)𝑑𝑡,

where 𝐶4 is a positive constant. According to 𝑞 > 2𝛼1 ∨ 2𝛼2, we derive

𝐸 |𝑥(𝑡) |2𝛼1 ≤ (𝐸 |𝑥(𝑡) |𝑞)
2𝛼1
𝑞 ≤ 1 + 𝐸 |𝑥(𝑡) |𝑞 .

Similarly, we also have

𝐸 |𝑥(𝑡) |2𝛼2 ≤ 1 + 𝐸 |𝑥(𝑡) |𝑞 .

From (28), it follows that

𝐸

∫ 𝑘+1

𝑘
|𝑥(𝑡) |2𝛼1𝑑𝑡 ≤ 1 + 𝐸

∫ 𝑘+1

𝑘
|𝑥(𝑡) |𝑞𝑑𝑡 ≤ 1 + 𝐸

∫ 𝑘+1

𝑘
𝐶3𝑒

−𝜀𝑡𝑑𝑡 ≤ 𝐶5𝑒
−𝜀𝑘 ,

where 𝐶5 is a positive constant, 𝜀 = 𝜀 − 𝑙𝑛𝜇𝑖
J𝑎𝑖

. Consequently, we can deduce that

𝐸

(
sup

𝑘≤𝑡≤𝑘+1
|𝑥(𝑡) |2

)
≤ 𝐶5𝑒

−𝜀𝑘 .

By the Doob martingale inequality, it follows that

∞∑
𝑘=0

𝑃

(
sup

𝑘≤𝑡≤𝑘+1
|𝑥(𝑡) | > 𝑒−0.25𝜀𝑘

)
≤

∞∑
𝑘=0

𝐶5𝑒
−0.5𝜀𝑘 < ∞.
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From the well-known Borel-Cantelli lemma [4], it follows that for almost all 𝜔 ∈ Ω, there exists a positive inte-
ger 𝑘0 = 𝑘0(𝜔) such that

sup
𝑘≤𝑡≤𝑘+1

|𝑥(𝑡) | ≤ 𝑒−0.25𝜀𝑘 .

Therefore, for almost all 𝜔 ∈ Ω,

1
𝑡

ln(|𝑥(𝑡) |) ≤ −0.25𝜀𝑘
(𝑘 + 1) , 𝑡 ∈ [𝑘, 𝑘 + 1], 𝑘 ≥ 𝑘0.

Then, we can obtain

lim sup
𝑡→∞

1
𝑡

ln( |𝑥(𝑡) |) ≤ −0.25𝜀 < 0 𝑎.𝑠.

which is the required assertion in (29). Thus, the proof is completed.
So far, we can conclude that under Assumptions 1-3, system (1) is not only 𝑞th moment exponentially stable
but also almost surely exponentially stable.

Remark 5 In general, for a stochastic nonlinear system, the 𝑞th moment exponential stability does not imply
almost surely exponential stability without any imposed conditions. However, this result can be ensured using the
PGC (6). Similar arguments can be found in [4,13].

Remark 6 In this paper, the highly nonlinear SSSs with time-varying delays are considered, in which the switching
signal is deterministic and differs from those considered in [13,16,29–32]. In the current study on stochastic systems
with Markovian switching [13,16,29–32], 𝑀 matrix theory is an efficient tool for achieving stochastic stability. How-
ever, this method is not valid for SSS (1) because a deterministic switching signal rather than the Markovian
switching signal is involved in (1). In this paper, a new stability analysis based on the ADT method coupled with
the MLF approach is developed for SSSs. In our proof, the Lyapunov functions do not need to be specified initially,
which increases the flexibility for the choice of Lyapunov functions in practice.

4. NUMERICAL EXAMPLE
In this section, a numerical example is presented to validate the derived results. Consider the following highly
nonlinear SSS with a time-varying delay:

𝑑𝑥(𝑡) = 𝑓𝜎(𝑡) (𝑡, 𝑥(𝑡), 𝑥(𝑡 − 𝛿(𝑡)))𝑑𝑡 + 𝑔𝜎(𝑡) (𝑡, 𝑥(𝑡), 𝑥(𝑡 − 𝛿(𝑡)))𝑑𝐵(𝑡), (30)

where the time-varying delay 𝛿𝑡 = 1
2 + 1

4 | sin(10𝑡) |, the initial data 𝑥(𝜃) = 𝜉 = 0.1𝜋 with − 3
4 ≤ 𝜃 ≤ 0, and

𝑓1(𝑡, 𝑥, 𝑦) = −𝑥 − 𝑥3 + 1
3
𝑦2, 𝑔1(𝑡, 𝑥, 𝑦) =

1
4
𝑦 + 1

4
𝑦2,

𝑓2(𝑡, 𝑥, 𝑦) = −𝑥 + 1
3
𝑦 − 4

3
𝑥3 + 1

3
𝑦2, 𝑔2(𝑡, 𝑥, 𝑦) =

1
4
𝑦2.

In addition, we set Λ(𝑡, 𝑥, 1) = 𝑥6 and Λ(𝑡, 𝑥, 2) = 11
12𝑥

6. It is not difficult to verify that Assumption 1 holds
with 𝑚1 = 1

2 , 𝑚 = 3
4 , and 𝑚̄ = 4

3 , and 𝑓1, 𝑓2, 𝑔1, 𝑔2 satisfy Assumption 2. Then, we have 𝑎1 = 11
12 , 𝑎2 = 1 and

𝜇1 = 𝜇2 = 11
10 , which satisfy (7) and (8). A direct computation yields

L𝛬(𝑡, 𝑥, 𝑦, 1) = 6𝑥5(−𝑥 − 𝑥3 + 1
3
𝑦2) + 30

2
𝑥4( 1

4
𝑦 + 1

4
𝑦2)2

≤ −407
112

𝑥8 + 169
112

𝑦8 − 93
28
𝑥6 + 67

56
𝑦6.
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Figure 2. The exponential stability in 𝐿6 of system (30).

and

L𝛬(𝑡, 𝑥, 𝑦, 2) =11
2
𝑥5(−𝑥 + 1

3
𝑦 − 4

3
𝑥3 + 1

3
𝑦2) + 55

4
𝑥4( 1

4
𝑦2)2

≤ −15037
2688

𝑥8 + 2563
2688

𝑦8 − 671
252

𝑥6 + 209
252

𝑦6.

Then, we obtain

L𝛬(𝑡, 𝑥, 𝑦, 𝑖) ≤ −407
112

𝑥8 + 169
112

𝑦8 − 671
252

𝑥6 + 67
56
𝑦6,

whichmeans that the condition (9) holds with 𝜆1 = − 407
112 , 𝜆2 = 169

112 , 𝜆3 = 671
252 , 𝜆4 = 67

56 ,𝑊 (𝑥) = |𝑥 | 8,𝑊 (𝑦) = |𝑦 |8,
and 𝑞 = 6. Let J𝑎1 = J𝑎2 = 1𝑠 (i.e., the active period of each subsystem is 1 s) and 𝑁01 = 𝑁02 = 0.1. From
(11) and (12), we can compute that the constant 𝜀 should satisfy 0.0953 < 𝜀 < 0.7883. Then, it follows from
(10) that 𝜀 = 0.4414. According to Theorem 1, the highly nonlinear SSS (30) has a unique global solution on
[− 4

3 ,∞) and is bounded. In addition, the system (30) is not only 6th moment exponentially stable but also
almost surely exponentially stable. Figure 2 shows that the system (30) is exponentially stable in 6th moment.
Figure 3 shows that the system (30) is exponentially stable in the sample path. Figure 4 shows the switching
signal 𝜎(𝑡).

5. CONCLUSIONS
In this paper, the existence of a unique global solution for a highly nonlinear SSS with a deterministic switching
signal is examined by using the ADT method coupled with the MLF approach. The stability criteria of 𝑞th
moment exponential stability and almost surely exponential stability of the highly nonlinear SSS are stated.
Finally, a numerical example is presented to illustrate the effectiveness of the obtained results. Inspired by
recent studies [7,20,33–36], two further research directions have emerged: (1) Solving the problem of stability for
highly nonlinear SSSs with impulsive effects under asynchronous switching, and (2) designing a control input
function to stabilize a highly nonlinear SSS with a time-varying delay.
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Figure 3. Exponential stability in the sample path of the system (30).

Figure 4. Switching signal 𝜎 (𝑡 ).
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Abstract
The search for pulsars is an important area of study in modern astronomy. The amount of collected pulsar data is
increasing exponentially as the performance of modern radio telescopes improves, necessitating the improvement
of the original pulsar search methods. Artificial intelligence techniques are currently being used in pulsar candidate
identification tasks. However, improving the accuracy of pulsar candidate identification using artificial intelligence
techniques remains a challenge. Because the amount of collected data is so large, the number of real pulsar sam-
ples is very limited, which leads to a serious sample imbalance problem. Many existing methods ignore this issue,
making it difficult for the model to reach the optimal solution. A framework combining generative adversarial net-
works and residual networks is proposed to greatly alleviate the problem of sample inequality. The framework first
generates stable pulsar images using generative adversarial networks and then designs a deep neural network model
based on residual networks to identify pulsar candidates using intra-block and inter-block residual connectivity. The
ResNet approach has a better ability to fit the data than the CNN approach and can achieve the extraction of features
with more classification ability with a smaller dataset. Meanwhile, the data expanded by the high-quality simulated
samples generated by the generative adversarial network can provide richer identification features and improve the
identification accuracy for pulsar candidates.
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1. INTRODUCTION
The search for pulsars is of great importance in the study of astronomy, physics and other fields, including
gravitational waves, state equations of dense substances, stellar evolution, dark matter and dark energy, and
the formation and evolution of binary and multiple star systems. Therefore, the discovery of new pulsars and
the exploration of their substantial scientific research potential are of great value and importance.

At present, more than 2,700 pulsars have been discovered in the whole galaxy [1]. Most of the pulsars were
discovered by modern radio telescopes, which receive periodic radio signals, pre-process them and package
them into the data we need. The generation of pulsar candidates from the collected data is basically divided into
three procedures which are eliminating RFI, de-dispersion, and fast fourier transform (FFT) [2]. This strategy
is generally how the samples of pulsar candidates are generated. With the continuous improvement of modern
radio telescopes, samples of pulsar candidates have increased, but only a small fraction of these samples are
real pulsars due to the presence of RF interference and different noise sources. As a result, the real sample of
pulsar candidates is much smaller than the non-real sample. In traditional studies, manual experts review each
candidate in 1-300 s [3], and it takes more than 70,000 h to examine millions of pulsar candidates. Therefore, it
is crucial to investigate an automatic, efficient and accurate method for pulsar candidate identification.

In recent years, a large number of object detection methods based on neural networks have been proposed [4],
many of which have been selected for pulsar candidate detection. Pulsar candidate identification methods
based on neural networks have been proposed to handle the huge amount of pulsar data. Bates et al. [5] used
artificial neural networks to automatically identify plausible pulsar candidates from pulsar measurements.
Morello et al. [6] proposed a method called SPINN (Straightforward Pulsar Identification using Neural Net-
works), which designed a pulsar candidate classifier that tended to maximize the recall of identification. Zhu
et al. [7] developed a pulsar image-based classification system (PICS) that used image pattern recognition and
deep neural networks to identify pulsars in recent measurements, and Lyon et al. [8] proposed the decision
tree-based recognition model Very Fast Decision Tree (VFDT), a method that found 20 new pulsars using the
LOTAAS dataset.

Although the above neural network-based methods have achieved good identification results on the corre-
sponding datasets and helped astronomers discover new pulsars, there are still some problems. Among the
currently available pulsar candidate data, the number of positive samples (real pulsars) among the labelled pul-
sar candidates is extremely limited, and the number of negative samples (non-real pulsars) is much higher than
the number of positive samples. In this case, when some deep learning models are directly used for training,
the imbalance between the number of positive and negative samples leads to poor classification, overfitting,
and even possible training failure. To address this issue, Lyon et al. [9] confirmed that the imbalance prob-
lem of pulsar candidate samples reduces the recall of pulsars by executing different classifiers on the HTRU
dataset [10]. Then Lyon et al. [11] proposed using the Hellinger distance (HDT) as a splitting criterion for VFDT,
thus alleviating the sample imbalance problem. In addition, GAN methods have recently been widely used
in pulsar candidate identification [12]. For example, Guo et al. [13] proposed using Generative Adversarial Net-
works (GAN) [14] to generate some positive pulsar sample data to alleviate the problem of low recall for pulsar
candidate identification models on unbalanced datasets.

Although the above methods can alleviate the sample imbalance problem to a certain extent, the traditional
GAN model suffers from the pattern collapse problem while generating positive samples [15]. Therefore,
WGAN [16], a Wasserstein distance-based generative adversarial network, is recommended in the proposed
method to alleviate the pattern collapse problem and enlarge the present pulsar dataset. WGAN was first uti-
lized to generate some images that approximate the real pulsar as positive samples and then fuse the generated
positive sample images into an unbalanced dataset to train the pulsar recognition model. Experiments proved
that training the deep neural network model on the balanced dataset could further improve the model’s recog-

http://dx.doi.org/10.20517/ces.2022.30


Bao et al. Complex Eng Syst 2022;2:16 I http://dx.doi.org/10.20517/ces.2022.30 Page 3 of 10

nition accuracy. In addition, since the residual network [17–19] is able to overcome the gradient disappearance
problem in the deep neural network model, a deep neural network model containing intra-block residual
connections and inter-block residual connections was included in the proposed model during the pulsar can-
didate identification stage. Experiments proved that the module achieved optimal recognition accuracy in all
scenarios compared to the shallow deep neural network model.

In this paper, two basic methods utilized in the proposed model are first introduced with detailed figures
and illustrations. These basic methods are the generative adversarial network-based pulsar image generation
method and the residual network-based pulsar candidate identification method. Then, the HTRU-Medlat
dataset is used in the proposed model and the experimental results are obtained; these results indicate that the
proposed model achieves the best performance in the experiment without any other complicated data genera-
tionmethod, which is whyHTRU-Medlat was chosen as the dataset for the experiment. In the proposedmodel,
a time-versus-phase plot and a frequency-versus-phase plot are used to implement the screening of pulsar can-
didates and describe their characteristics of pulsar candidates so that samples can be better evaluated. As a
result, positive samples can be identified more accurately, which is essential because positive samples represent
the essential information of pulsar candidates. After collecting the experimental results, several evaluation in-
dicators, including Precision, Recall and F1-score, are selected to assess our experimental results. Finally, the
results of the proposed models are compared with other existing models. The experimental results show that
ResNet exhibits a better ability to fit data and extract features on small datasets and large datasets containing
images generated by generative adversarial networks compared to CNN methods. In the comparison experi-
ments between the small dataset and the extended large dataset, the improved F1 values and accuracy metrics
of the CNN method indicate that the simulated sample-extended data generated by the generative adversarial
network can improve the model’s accuracy to some extent. Through experimental validation, better results
are obtained: the quality of the large dataset extended with simulated samples is improved, providing richer
recognition features, and the recognition accuracy is further improved [4].

2. METHODS
In this paper, a framework combining generative adversarial networks and residual networks is proposed for
pulsar candidate identification. First, the generative adversarial networks module is used to tackle the imbal-
ance problem in the dataset, and it is able to generate a series of pulsar candidate images that approximate
positive samples to expand the existing pulsar dataset. Then, based on the idea of residual connectivity, this
paper designs a deep neural network for pulsar candidate identification utilizing intra- and inter-block residual
connectivity, which can effectively improve the recognition accuracy.

2.1. Generative adversarial network-based pulsar image generation method
In this paper, the Wasserstein distance [19] is used to replace the Jensen-Shannon (JS) divergence of the tra-
ditional GAN [20,21] because it can more explicitly measure the difference between two different distributions.
Wasserstein GAN (WGAN) based on the Wasserstein distance can overcome problems such as the gradient
vanishing and mode collapse experienced by the traditional GAN training, and it can generate more stable
pulsar images.

The architecture of the generator is illustrated in Figure 1. The generator produces 1 × 48 × 48 grey images by
accepting 1 × 1024-dimensional Gaussian noise as inputs. First, the Gaussian noise is transformed into a 1 ×
18432 tensor with a 1024 × 18432 fully connected layer. Then, it is projected and reshaped into a 128 × 12 × 12
tensor with 128 channels. In the next two convolutions, kernels of size 4 × 4 are adopted and the numbers of
channels are 64 and 1. The LeakyReLU activation function with a slope of 0.1 is used for all of the convolutions
except the last one, and the sigmoid activation function is used in the last convolutional layer to ensure that
the pixel values of the final output are in the range [0, 1] to generate appropriate grey images.
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Figure 1. Generator architecture. The input is 1 × 1024-dimensional Gaussian noise; that input is first transformed into a 1 × 18432
tensor with a 1024 × 18432 fully connected layer. Then the tensor is projected and reshaped into a 128 × 12 × 12 tensor. There are two
convolution layers. The output is a generated 1 × 48 × 48-dimensional grey image.

Figure 2. Discriminator architecture. The input samples are 1 × 48 × 48 grey images, and here are three convolution layers. After
the convolution, the images are reshaped into 1 × 1024-dimensional tensors.

The structure of the discriminator is illustrated in Figure 2. The discriminator designed in this paper accepts
1 × 48 × 48-dimensional grey images as inputs and then obtains the scoring of the corresponding image and
calculates the Wasserstein distance between the real data and the simulated data. The first two convolutions
use a 4 × 4 convolution kernel, and the last convolution uses a 3 × 3 convolution kernel. There are 64, 128
and 32 channels for these three convolutional layers. After the convolution, the image is reshaped into a two-
dimensional tensor, and the image score is calculated with a fully connected layer. The LeakyReLU activation
function with a slope of 0.1 is used for all layers except the last fully connected layer. However, the sigmoid
activation function is not used in the last layer because the Wasserstein distance is used instead of the original
JS distance. It is empirically shown [16] that this model can significantly alleviate the mode collapse problem of
the generative adversarial network.

The generator and discriminator are trained iteratively throughout the training process. The Wasserstein dis-
tance between the simulated pulsar sample and the real pulsar sample is optimised iteratively, and the simulated
pulsar sample produced by the generator is finally able to accurately characterize the real sample.
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Figure 3. An illustration of the pulsar identification model. The blue colour indicates the convolution process, and the orange colour
indicates the hidden state. The green dashed line indicates the intra-module residual connections, and the red dashed line indicates the
inter-module residual connections. The inputs are the 1 × 48 × 48 grey images. There are four modules, and the outputs are 1 × 9216
features.

Table 1. Confusion matrix of the dichotomous problem

Predicted class: Predicted class:
Negative (N) Positive (P)

Actual class: True (T) TN TP
Actual class: False (F) FN FP

2.2. Residual network-based pulsar candidate identification method
In this paper, a residual network with 24 CNN layers [Figure 3] is designed for pulsar candidate identification.
Unlike the original residual network, the proposed residual network has both intra-module residual connec-
tions (Figure 3, green dashed line) and inter-module residual connections (Figure 3, red dashed line). The blue
colour indicates the convolution process and the orange colour indicates the hidden state. There are four mod-
ules in the convolution process, each of which has a stacking number of 2, 2, 3, and 3 layers. A pulsar candidate
image of size 1×48×48 is first generated as a 16 × 48 × 48 tensor by the first convolutional layer, which has a
convolution kernel size of 3 × 3 and a channel number of 16. The image is then input into the first module; this
module first reduces the number of channels to 8, which is then raised to 16 to output a 16×48×48 tensor. That
tensor is then input into the same module again with non-shared parameters. At the end of the first module,
the final output is added to the input tensor of the same dimension before the first module to obtain a 16 × 48
× 48 orange tensor as the input to the next module [Figure 3]. Therefore, repeatedly, after four modules that
employ the convolution operation, the final output feature map is a 1 × 9216 tensor, which is used for future
identifications.

3. RESULTS
3.1. Datasets and evaluation indicators
Thepulsar candidate dataset used for the experiments is HTRU-Medlat, which is first publicly available labelled
pulsar dataset published by Morello et al [6]. The dataset is a collection of labelled pulsar candidates from the
intermediate galactic latitude part of the HTRU survey, and it contains exactly 1,196 positive samples from 521
distinct sources and 89,996 negative candidates. In addition, theHTRU-Medlat dataset contains both temporal
phase (ints) images and frequency phase (bands) images. The evaluation indicators used in the pulsar candidate
identification problem are: Precision, Recall and F1-score. Table 1 shows the confusion matrix for the binary
classification problem, which classifies all possible predictions in that problem.

The assessment indicators used in this paper can be obtained by using a dichotomous confusion matrix.

(1) Accuracy rate: the proportion of samples with positive predictions that are correctly predicted, i.e.,:
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Figure 4. Simulation samples generated based on the generative adoration network (time-phase images of the HTRU-Medlat dataset).

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 (1)

(2) Recall: the proportion of all samples with positive true labels that are correctly predicted to be positive, i.e.,:

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 (2)

(3) F1-score: the combined accuracy and recall is the F1-score, i.e.,:

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 (3)

3.2. Model comparison experiment
The proposed model uses a CNN [7] model for comparison, which has a similar structure to the LeNet network
structure [22], but with some adaptations for the pulsar candidate identification task. For the hyperparameter
settings of the residual network model, this paper uses a mini-batch size of 128, a learning rate of 0.001, a
size of 0.00001 for the L2 regularisation term, and a standard Gaussian to initialise the model parameters. In
addition, the model employs the ReLU [23] activation function for all layers except the last layer of the model,
which uses a sigmoid activation function. The objective function for optimisation is cross-entropy, and the
Adam [24] optimiser is used.

For the generative adversarial network’s hyperparameter settings, the learning rate is 0.001, the L2 regulariza-
tion weight is 0.0005, the number of training rounds is 200, the optimiser is Adam, the size of the minibatch is
128, the parameters are initialized using Kaiming initialization [25], the discriminator is trained with 5 rounds
for each batch, the discriminator weights range from [-0.005, 0.005], and LeakyReLU employed a slope of 0.1.

The simulated positive samples generated by the trained generator in this paper are shown in Figure 4, where
the ten images in the first row are the real pulsar samples and the ten images in the second row are the simulated
samples produced by the generator in this paper. It can be seen that the simulated samples generated by the
model can retain the features of the real pulsar samples to a certain extent.The training loss on the HTRU-
Medlat dataset is demonstrated in Figure 5, which reveals the optimised training performance of the proposed
method in the experiment. The training loss curve declines sharply when the quantity of training samples
is relatively small, and the simulated and real pulsar image loss remains fairly low at 4% when the dataset is
expanded. The training loss of the proposed method is significantly lower than that of other existing models,
thus guaranteeing better performance in pulsar sample identification.
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Figure 5. Training loss curve on the HTRU-Medlat dataset.

Table 2. HTRU-Medlat dataset partitioning after expansion

Sample size of real samples of fake samples

Total number of samples in the original dataset 1,196 89,996
IDS training set size 696 10,000
BDS training set size 10,000 10,000
Test set size 500 500

To verify that the generative model can alleviate the problem of sample imbalance, we divide the dataset into
two cases, one is an imbalanced data scenario (IDS) with 696 real samples and 10,000 fake samples, and the
other is a balanced data scenario (BDS) with 10,000 real samples and 10,000 fake samples. For the HTRU-
Medlat dataset, the detailed partitioning scenarios are shown in Table 2.

This paper uses a CNN [7] model for comparison, which has a similar structure to the LeNet network struc-
ture [22], but with some adaptations for the pulsar candidate identification task. For the hyperparameter settings
of the residual network model, this paper uses a mini-batch size of 128, a learning rate of 0.001, and a size of
0.00001 for the L2 regularisation term used. We also used a standardGaussian to initialise the parameters of the
model and a ReLU [23] activation function for all layers except the last layer of the model, which uses a sigmoid
activation function. The objective function for optimisation is cross-entropy, and the Adam [24] optimiser is
used.

For the hyperparameter settings of the generative adversarial network, the learning rate is 0.001, the L2 regular-
ization weight is 0.0005, the number of training rounds is 200, the optimizer is Adam, the size of the minibatch
is 128, the parameters are initialized using Kaiming initialization [25], the discriminator is trained with 5 rounds
for each batch, the discriminator weights range from [-0.005, 0.005], and LeakyReLU employed a slope of 0.1.

The simulated samples are generated using the generative model based on the generative adversarial networks
designed in this paper. During the training process, real samples from the IDS training set are used for training.
The trained model is then used to generate a series of simulated samples that are used to augment the real
sample data. In addition, the simulated samples are filtered, i.e., the generated simulated samples need to
be identified as positive by the corresponding residual network model proposed in this paper. The filtered
simulated samples are used to expand the IDS training set to obtain the BDS training set.

The results of the automatic identification of pulsar candidates for each method on the HTRU-Medlat dataset
are shown in Table 3. ”Subints” indicates that the temporal phase images were input, and ”Subbands” indicates
that the frequency phase images were input. The method with ”IDS” indicates that the experiment was tested
with small data, while ”BDS” indicates that a large dataset consisting of images generated by a generative
adversarial network was incorporated. In the IDS data set scenario, the F1 value of the CNN model method
reached approximately 95%, while the F1 value of the ResNet method proposed in this paper reached 97.3%
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Table 3. Results of GAN-based generated images on the HTRU-Medlat dataset

Model & Dataset F1-score Recall Precision

CNN
Subints (IDS) 95.6% 94.8% 96.3%
Subints (BDS) 96.9% 94.0% 99.9%
Subbands (IDS) 95.8% 95.4% 96.2%
Subbands (BDS) 97.3% 94.8% 99.9%
ResNet
Subints (IDS) 97.3% 96.4% 98.3%
Subints (BDS) 98.2% 98.0% 98.4%
Subbands (IDS) 97.5% 95.7% 99.3%
Subbands (BDS) 98.3% 97.4% 99.3%

Table 4. Comparison of the effects of different pulsar candidate identification methods

Model Literature Disadvantage/Advantage

Traditional

Eatough RP, Molkenthin N, Kramer M, Noutsos A, Keith M, et al. Selection
of radio pulsar candidates using artificial neural networks. Monthly
Notices of the Royal Astronomical Society 2010;407:2443–50.
[DOI: 10.1111/j.1365-2966.2010.17082.x]

Time-consuming

ANN/CNN

Bates S, Bailes M, Barsdell B, Bhat N, Burgay M, et al. The high time resolution
universe pulsar survey—VI. An artificial neural network and timing of 75
pulsars. Monthly Notices of the Royal Astronomical Society 2012;427:1052–65.
[DOI: 10.1111/j.1365-2966.2012.22042.x]

Sample imbalance,
poor classification

Morello V, Barr E, Bailes M, Flynn C, Keane E, et al. SPINN: a straightforward
machine learning solution to the pulsar candidate selection problem. Monthly
Notices of the Royal Astronomical Society 2014;443:1651–62. [DOI: 10.1093/
mnras/stu1188]
ZhuW, Berndsen A, Madsen E, Tan M, Stairs I, et al. Searching for pulsars
using image pattern recognition. The Astrophysical Journal 2014;781:117.
[DOI: 10.1088/0004-637x/781/2/117]
Lyon RJ, Stappers B, Cooper S, Brooke JM, Knowles JD. Fifty years of pulsar
candidate selection: from simple filters to a new principled real-time
classification approach. Monthly Notices of the Royal
Astronomical Society 2016;459:1104–23. [DOI: 10.1093/mnras/stw656]

GAN
Guo P, Duan F, Wang P, Yao Y, Yin Q, et al. Pulsar candidate classification
using generative adversary networks. Monthly Notices of the Royal
Astronomical Society 2019;490:5424–39. [DOI: 10.1093/mnras/stz2975]

Pattern collapse

The proposed model Alleviates sample imbalance problem,
improves the accuracy of recognition

and 97.5% in the ints and bands scenarios respectively, which indicates that the ResNet method is able to fit the
data better than the CNNmethod , and can extract features withmore classification ability on a smaller dataset.
In addition, when using the BDS method, both models incorporate the simulated samples generated by the
generative adversarial network. It can be seen that for the ints and bands images, the CNN method improves
the F1 value by 1.3% and 1.5% on the BDS scenarios compared to the IDS scenarios, and the precision metric
improves by 3.6% and 3.7% compared to the IDS scenario. In addition, it can be seen that for the ints and
bands images, the ResNet method improves Recall by 1.6% and 1.7% for the BDS scenario compared to the
IDS scenario, and the F1 values improve by 0.9% and 0.8% compared to the IDS scenario. These results indicate
that the data expanded by the simulated samples generated by the generative adversarial network are of higher
quality and can provide richer recognition features, which causes the model’s recognition to be more accurate
to a certain extent.

Different pulsar candidate identification methods are contrasted respectively, as shown in Table 4. For the
traditional methods, manual experts review the pulsar candidates slowly, and thus, the models are evidently
time-consuming. Neural network-based methods have better identification results but suffer from the sample
imbalance problem. The traditional GAN model alleviates the sample imbalance problem to a certain extent
but suffers from the pattern collapse problem in the process of generating positive samples. Compared with
the previous methods, the proposed method alleviates the sample imbalance and pattern collapse problems,
and has a faster identification speed and higher identification accuracy.
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4. CONCLUSIONS
In this paper, a generative adversarial network-based pulsar positive sample generation method is proposed
for high-quality sample generation in light of the sample imbalance problem in pulsar candidate identification
tasks. Training is performed on a dataset containing only positive samples, and the converged model is used
to generate a series of high-quality samples to expand the dataset. A residual network-based pulsar candidate
identification method is proposed, and it has a better fitting ability compared to shallow neural network mod-
els. Comparison experiments have been conducted with recent pulsar identification methods on the HTRU
dataset [26], and the experimental results demonstrated that the proposed method achieved optimal results on
the dataset compared to the CNN method.
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intel.com/content/dam/www/public/us/en/documents/research/2001-vol05-iss-4-intel-technology-
journal.pdf. [Last accessed on 20 Feb 2021]

Conference proceedings Harnden P, Joffe JK, Jones WG, Editors. Germ cell tumours V. Proceedings of the 5th Germ Cell 
Tumour Conference; 2001 Sep 13-15; Leeds, UK. New York: Springer; 2002..

Conference paper Christensen S, Oppacher F. An analysis of Koza's computational effort statistic for genetic 
programming. In: Foster JA, Lutton E, Miller J, Ryan C, Tettamanzi AG, Editors. Genetic 
programming. EuroGP 2002: Proceedings of the 5th European Conference on Genetic Programming; 
2002 Apr 3-5; Kinsdale, Ireland. Berlin: Springer; 2002. pp. 182-91.

Unpublished material Tian D, Araki H, Stahl E, Bergelson J, Kreitman M. Signature of balancing selection in Arabidopsis. 
Proc Natl Acad Sci U S A. Forthcoming 2002.

The journal also recommends that authors prepare references with a bibliography software package, such as EndNote to 
avoid typing mistakes and duplicated references.

2.3.3.10 Supplementary Materials
Additional data and information can be uploaded as Supplementary Materials to accompany the manuscripts. The 
supplementary materials will also be available to the referees as part of the peer-review process. Any file format is 
acceptable, such as data sheet (word, excel, csv, cdx, fasta, pdf or zip files), presentation (powerpoint, pdf or zip files), image 
(cdx, eps, jpeg, pdf, png or tiff), table (word, excel, csv or pdf), audio (mp3, wav or wma) or video (avi, divx, flv, mov, mp4, 
mpeg, mpg or wmv). All information should be clearly presented. Supplementary materials should be cited in the main text 
in numeric order (e.g., Supplementary Figure 1, Supplementary Figure 2, Supplementary Table 1, Supplementary Table 2, 
etc.). The style of supplementary figures or tables complies with the same requirements on figures or tables in main text. 
Videos and audios should be prepared in English, and limited to a size of 500 MB.

2.4 Manuscript Format
2.4.1 File Format
Manuscript files can be in DOC and DOCX formats and should not be locked or protected.

Manuscript prepared in LaTex must be collated into one ZIP folder (including all source files and images, so that the 
Editorial Office can recompile the submitted PDF).

When preparing manuscripts in different file formats, please use the corresponding Manuscript Templates.

2.4.2 Length
There are no restrictions on paper length, number of figures, or number of supporting documents. Authors are encouraged 
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to present and discuss their findings concisely.

2.4.3 Language
Manuscripts must be written in English.

2.4.4 Multimedia Files
The journal supports manuscripts with multimedia files. The requirements are listed as follows:

  Video or audio files are only acceptable in English. The presentation and introduction should be easy to understand. The 
frames should be clear, and the speech speed should be moderate;
  A brief overview of the video or audio files should be given in the manuscript text;
  The video or audio files should be limited to a size of up to 500 MB;
  Please use professional software to produce high-quality video files, to facilitate acceptance and publication along with 
the submitted article. Upload the videos in mp4, wmv, or rm format (preferably mp4) and audio files in mp3 or wav format.

2.4.5 Figures
Figures should be cited in numeric order (e.g., Figure 1, Figure 2) and placed after the paragraph where it is first cited;

Figures can be submitted in format of TIFF, PSD, AI, EPS or JPEG, with resolution of 300-600 dpi;

Figure caption is placed under the Figure;

Diagrams with describing words (including, flow chart, coordinate diagram, bar chart, line chart, and scatter diagram, etc.) 
should be editable in word, excel or powerpoint format. Non-English information should be avoided;

Labels, numbers, letters, arrows, and symbols in figure should be clear, of uniform size, and contrast with the background;

Symbols, arrows, numbers, or letters used to identify parts of the illustrations must be identified and explained in the 
legend;

Internal scale (magnification) should be explained and the staining method in photomicrographs should be identified;

All non-standard abbreviations should be explained in the legend;

Permission for use of copyrighted materials from other sources, including re-published, adapted, modified, or partial 
figures and images from the internet, must be obtained. It is authors’ responsibility to acquire the licenses, to follow any 
citation instruction requested by third-party rights holders, and cover any supplementary charges.

2.4.6 Tables
Tables should be cited in numeric order and placed after the paragraph where it is first cited;

The table caption should be placed above the table and labeled sequentially (e.g., Table 1, Table 2);

Tables should be provided in editable form like DOC or DOCX format (picture is not allowed);

Abbreviations and symbols used in table should be explained in footnote;

Explanatory matter should also be placed in footnotes;

Permission for use of copyrighted materials from other sources, including re-published, adapted, modified, or partial tables 
from the internet, must be obtained. It is authors’ responsibility to acquire the licenses, to follow any citation instruction 
requested by third-party rights holders, and cover any supplementary charges.

2.4.7 Abbreviations
Abbreviations should be defined upon first appearance in the abstract, main text, and in figure or table captions and used 
consistently thereafter. Non-standard abbreviations are not allowed unless they appear at least three times in the text. 
Commonly-used abbreviations, such as DNA, RNA, ATP, etc., can be used directly without definition. Abbreviations in 
titles and keywords should be avoided, except for the ones which are widely used.

2.4.8 Italics
General italic words like vs., et al., etc., in vivo, in vitro; t test, F test, U test; related coefficient as r, sample number as n, 
and probability as P; names of genes; names of bacteria and biology species in Latin.
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2.4.9 Units
SI Units should be used. Imperial, US customary and other units should be converted to SI units whenever possible. There 
is a space between the number and the unit (i.e., 23 mL). Hour, minute, second should be written as h, min, s.

2.4.10 Numbers
Numbers appearing at the beginning of sentences should be expressed in English. When there are two or more numbers 
in a paragraph, they should be expressed as Arabic numerals; when there is only one number in a paragraph, number < 10 
should be expressed in English and number > 10 should be expressed as Arabic numerals. 12345678 should be written as 
12,345,678.

2.4.11 Equations
Equations should be editable and not appear in a picture format. Authors are advised to use either the Microsoft Equation 
Editor or the MathType for display and inline equations.

  Display equations should be numbered consecutively, using Arabic numbers in parentheses;
  Inline equations should not be numbered, with the same/similar size font used for the main text.

2.4.12 Headings
In the main body of the paper, three different levels of headings may be used.

  Level one headings: they should be in bold, and numbered using Arabic numbers,  such as 1. INTRODUCTION, and 2. 
METHODS, with all letters capitalized;
  Level two headings: they should be in bold and numbered after the level one heading, such as 2.1 Statistical analyses, 
2.2 ..., 2.3..., etc., with the first letter capitalized;
   Level three headings: they should be italicized, and numbered after the level two heading, such as 2.1.1 Data distributions,and 
2.1.2 outliers and linear regression, with the first letter capitalized.

2.4.13 Text Layout
As the electronic submission will provide the basic material for typesetting, it is important to prepare papers in the general 
editorial style of the journal.

  The font is Times New Roman;
  The font size is 12pt;
  Single column, 1.5x line spacing;
  Insert one line break (one Return) before the heading and paragraph, if the heading and paragraph are adjacent, insert a 
line break before the heading only;
  No special indentation;
  Alignment is left end;
  Insert consecutive line numbers;
  For other details please refer to the Manuscript Templates.

2.5 Submission Link
Submit an article via https://oaemesas.com/login?JournalId=comengsys.

3. Research and Publication Ethics
3.1 Research Involving Human Subjects
All studies involving human subjects must be in accordance with the Helsinki Declaration and seek approval to conduct the 
study from an independent local, regional, or national review body (e.g., ethics committee, institutional review board, etc.). 
Such approval, including the names of the ethics committee, institutional review board, etc., must be listed in a declaration 
statement of Ethical Approval and Consent to Participate in the manuscript. If the study is judged exempt from ethics 
approval, related information (e.g., name of the ethics committee granting the exemption and the reason for the exemption) 
must be listed. Further documentation on ethics should also be prepared, as Editors may request more detailed information. 
Manuscripts with suspected ethical problems will be investigated according to COPE Guidelines.

3.1.1 Consent to Participate
For all studies involving human subjects, informed consent to participate in the studies must be obtained from participants, 
or their parents or legal guardians for children under 16. Statements regarding consent to participate should be included in a 
declaration statement of Ethical Approval and Consent to Participate in the manuscript. If informed consent is not required, 
the name of the ethics committee granting the exemption and the reason for the exemption must be listed. If any ethical 
violation is found at any stage of publication, the issue will be investigated seriously based on COPE Guidelines.
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3.1.2 Consent for Publication
All articles published by OAE are freely available on the Internet. All manuscripts that include individual participants’ 
data in any form (i.e., details, images, videos, etc.) will not be published without Consent for Publication obtained from that 
person(s), or for children, their parents, or legal guardians. If the person has died, Consent for Publication must be obtained 
from the next of kin. Authors must add a declaration statement of Consent for Publication in the manuscript, specifying 
written informed consent for publication has been obtained.

3.1.3 Trial Registration
OAE requires all authors to register all relevant clinical trials that are reported in manuscripts submitted. OAE follows the 
World Health Organization (WHO)’s definition of clinical trials: “A clinical trial is any research study that prospectively 
assigns human participants or groups of humans to one or more health-related interventions to evaluate the effects on 
health outcomes. Interventions include but are not restricted to drugs, cells, other biological products, surgical procedures, 
radiologic procedures, devices, behavioral treatments, process-of-care changes, preventive care, etc.”.

In line with International Committee of Medical Journal Editors (ICMJE) Recommendations, OAE requires the registration 
of clinical trials in a public trial registry at or before the time of first patient enrollment. OAE accepts publicly accessible 
registration in any registry that is a primary register of the WHO International Clinical Trials Registry Platform or in 
ClinicalTrials.gov. The trial registration number should be listed at the end of the Abstract section.

Secondary data analyses of primary (parent) clinical trials should not be registered as a new clinical trial, but rather 
reference the trial registration number of the primary trial.

Editors of OAE journals will consider carefully whether studies failed to register or had an incomplete trial registration. 
Because of the importance of prospective trial registration, if there is an exception to this policy, trials must be registered 
and the authors should indicate in the publication when registration was completed and why it was delayed. Editors will 
publish a statement indicating why an exception was allowed. Please note such exceptions should be rare, and authors 
failing to prospectively register a trial risk its inadmissibility to OAE journals.

Authors who are not sure whether they need trial registration may refer to ICMJE FAQs for further information.

3.2 Research Involving Animals
Experimental research on animals should be approved by an appropriate ethics committee and must comply with 
institutional, national, or international guidelines. OAE encourages authors to comply with the AALAS Guidelines, 
the ARRIVE Guidelines, and/or the ICLAS Guidelines, and obtain prior approval from the relevant ethics committee. 
Manuscripts must include a statement indicating that the study has been approved by the relevant ethical committee and the 
whole research process complies with ethical guidelines. If a study is granted an exemption from requiring ethics approval, 
the name of the ethics committee granting the exemption and the reason(s) for the exemption should be detailed. Editors 
will take account of animal welfare issues and reserve the right to reject a manuscript, especially if the research involves 
protocols that are inconsistent with commonly accepted norms of animal research.

3.3 Research Involving Cell Lines
Authors must describe what cell lines are used and their origin so that the research can be reproduced. For established cell 
lines, the provenance should be stated and references must also be given to either a published paper or to a commercial 
source. For de novo cell lines derived from human tissue, appropriate approval from an institutional review board or 
equivalent ethical committee, and consent from the donor or next of kin, should be obtained. Such statements should be 
listed on the Declaration section of Ethical Approval and Consent to Participate in the manuscript.

Further information is available from the International Cell Line Authentication Committee (ICLAC). OAE recommends 
that authors check the NCBI database for misidentification and contamination of human cell lines.

3.4 Research Involving Plants
Experimental research on plants (either cultivated or wild), including collection of plant material, must comply with 
institutional, national, or international guidelines. Field studies should be conducted in accordance with local legislation, 
and the manuscript should include a statement specifying the appropriate permissions and/or licenses. OAE recommends 
that authors comply with the IUCN Policy Statement on Research Involving Species at Risk of Extinction and the Convention 
on the Trade in Endangered Species of Wild Fauna and Flora.

For each submitted manuscript, supporting genetic information and origin must be provided for plants that were utilized. For 
research manuscripts involving rare and non-model plants (other than, e.g., Arabidopsis thaliana, Nicotiana benthamiana, 
Oriza sativa, or many other typical model plants), voucher specimens must be deposited in a public herbarium or other 
public collections providing access to deposited materials.
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3.5 Publication Ethics Statement
OAE is a member of the Committee on Publication Ethics (COPE). We fully adhere to its Code of Conduct and to its Best 
Practice Guidelines.

The Editors of this journal enforce a rigorous peer-review process together with strict ethical policies and standards to 
guarantee to add high-quality scientific works to the field of scholarly publication. Unfortunately, cases of plagiarism, data 
falsification, image manipulation, inappropriate authorship credit, and the like, do arise. The Editors of CES take such 
publishing ethics issues very seriously and are trained to proceed in such cases with zero tolerance policy.

Authors wishing to publish their papers in CES must abide by the following:

  The author(s) must disclose any possibility of a conflict of interest in the paper prior to submission;
  The authors should declare that there is no academic misconduct in their manuscript in the cover letter;
  Authors should accurately present their research findings and include an objective discussion of the significance of their 
findings;
  Data and methods used in the research need to be presented in sufficient detail in the manuscript so that other researchers 
can replicate the work;
  Authors should provide raw data if referees and the Editors of the journal request;
  Simultaneous submission of manuscripts to more than one journal is not tolerated;
  Republishing content that is not novel is not tolerated (for example, an English translation of a paper that is already 
published in another language will not be accepted);
  The manuscript should not contain any information that has already been published. If you include already published 
figures or images, please get the necessary permission from the copyright holder to publish under the CC-BY license;
  Plagiarism, data fabrication and image manipulation are not tolerated;
  Plagiarism is not acceptable in OAE journals.

Plagiarism involves the inclusion of large sections of unaltered or minimally altered text from an existing source without 
appropriate and unambiguous attribution, and/or an attempt to misattribute original authorship regarding ideas or results, 
and copying text, images, or data from another source, even from your own publications, without giving credit to the source.
As to reusing the text that is copied from another source, it must be between quotation marks and the source must be cited. 
If a study’s design or the manuscript’s structure or language has been inspired by previous studies, these studies must be 
cited explicitly.

If plagiarism is detected during the peer-review process, the manuscript may be rejected. If plagiarism is detected after 
publication, we may publish a Correction or retract the paper.

Falsification is manipulating research materials, equipment, or processes, or changing or omitting data or results so that the 
findings are not accurately represented in the research record.

Image files must not be manipulated or adjusted in any way that could lead to misinterpretation of the information provided 
by the original image.

Irregular manipulation includes: introduction, enhancement, moving, or removing features from the original image; 
grouping of images that should be presented separately, or modifying the contrast, brightness, or color balance to obscure, 
eliminate, or enhance some information.

If irregular image manipulation is identified and confirmed during the peer-review process, we may reject the manuscript. 
If irregular image manipulation is identified and confirmed after publication, we may publish a Correction or retract the 
paper.

OAE reserves the right to contact the authors’ institution(s) to investigate possible publication misconduct if the Editors find 
conclusive evidence of misconduct before or after publication. OAE has a partnership with iThenticate, which is the most 
trusted similarity checker. It is used to analyze received manuscripts to avoid plagiarism to the greatest extent possible. 
When plagiarism becomes evident after publication, we will retract the original publication or require modifications, 
depending on the degree of plagiarism, context within the published article, and its impact on the overall integrity of the 
published study. Journal Editors will act under the relevant COPE guidelines.

4. Authorship
Authorship credit of CES should be solely based on substantial contributions to a published study, as specified in the 



Author Instructions

Complex Engineering Systems | Volume 2 | Issue 4 | 

following four criteria:

  1. Substantial contributions to the conception or design of the work, or the acquisition, analysis, or interpretation of data 
for the work;
  2. Drafting the work or revising it critically for important intellectual content;
  3. Final approval of the version to be published;
  4. Agreement to be accountable for all aspects of the work in ensuring that questions related to the accuracy or integrity 
of any part of the work are appropriately investigated and resolved.

All those who meet these criteria should be identified as authors. Authors must specify their contributions in the section 
Authors’’ Contributions of their manuscripts. Contributors who do not meet all the four criteria (like only involved in 
acquisition of funding, general supervision of a research group, general administrative support, writing assistance, technical 
editing, language editing, proofreading, etc.) should be acknowledged in the section of Acknowledgement in the manuscript 
rather than being listed as authors.

If a large multiple-author group has conducted the work, the group ideally should decide who will be authors before the 
work starts and confirm authors before submission. All authors of the group named as authors must meet all the four criteria 
for authorship.

AI and AI-assisted technologies should not be listed as an author or co-author.

5. Reviewers Exclusions
You are welcome to exclude a limited number of researchers as potential Editors or reviewers of your manuscript. To ensure 
a fair and rigorous peer review process, we ask that you keep your exclusions to a maximum of three people. If you wish 
to exclude additional referees, please explain or justify your concerns—this information will be helpful for Editors when 
deciding whether to honor your request.

6. Editors and Journal Staff as Authors
Editorial independence is extremely important and OAE does not interfere with Editorial decisions. Editorial staff or 
Editors shall not be involved in processing their own academic work. Submissions authored by Editorial staff/Editors 
will be assigned to at least three independent outside reviewers. Decisions will be made by the Editor-in-Chief, including 
Special Issue papers. Journal staff are not involved in the processing of their own work submitted to any OAE journals.

7. Policy of the Use of AI and AI-assisted Technologies in Scientific Writing
Generative AI and AI-assisted technologies (e.g., large language models) are expected to be increasingly used to create 
content. In the writing process of manuscripts, using AI and AI-assisted technologies to complete key researcher work, 
such as producing scientific insights, analyzing and interpreting data or drawing scientific conclusions, is not allowed, and 
they should only be used to improve the readability and language of manuscripts.

AI and AI-assisted technologies should be used under human control and supervision as they may generate incorrect or 
prejudiced output, and they should not be listed as an author or co-author, nor cited as an author.

The use of AI and AI-assisted technologies should be disclosed by authors in their manuscripts, and a statement will be 
required in the final publication.

OAE will keep monitoring the development and adjust the policy when necessary.

8. Conflict of Interests
OAE journals require authors to declare any possible financial and/or non-financial conflicts of interest at the end of their 
manuscript and in the cover letter, as well as confirm this point when submitting their manuscript in the submission system. 
If no conflicts of interest exist, authors need to state “All authors declared that there are no conflicts of interest”. We also 
recognize that some authors may be bound by confidentiality agreements, in which cases authors need to state “All authors 
declared that they are bound by confidentiality agreements that prevent them from disclosing their competing interests in 
this work”.OAE will keep monitoring the development and adjust the policy when necessary.

9. Editorial Process

9.1 Pre-Check
New submissions are initially checked by the Managing Editor from the perspectives of originality, suitability, structure 
and formatting, conflicts of interest, background of authors, etc. Poorly prepared manuscripts may be rejected at this stage. 
If your manuscript does not meet one or more of these requirements, we will return it for further revisions.
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Once your manuscript has passed the initial check, it will be assigned to the Assistant Editor, and then the Editor-in-Chief, 
or an Associate Editor in the case of a conflict of interest, will be notified of the submission and invited to review. Regarding 
Special Issue paper, after passing the initial check, the manuscript will be successively assigned to the Assistant Editor, and 
then to the Editor-in-Chief, or an Associate Editor in the case of conflict of interest for the Editor-in-Chief to review. The 
Editor-in-Chief, or the Associate Editor may reject manuscripts that they deem highly unlikely to pass peer review without 
further consultation. Once your manuscript has passed the Editorial assessment, the Associate Editor will start to organize 
peer-review.

All manuscripts submitted to CES are screened using CrossCheck powered by iThenticate to identify any plagiarized 
content. Your study must also meet all ethical requirements as outlined in our Editorial Policies. If the manuscript does not 
pass any of these checks, we may return it to you for further revisions or decline to consider your study for publication.

9.2 Peer Review
CES operates a single-blind review process, which means that reviewers know the names of authors, but the names of 
the reviewers are hidden from the authors. The scientific quality of the research described in the manuscript is assessed 
by a minimum of three independent expert reviewers. The Editor-in-Chief is responsible for the final decision regarding 
acceptance or rejection of the manuscript.
All information contained in your manuscript and acquired during the review process will be held in the strictest confidence.

9.3 Decisions
Your research will be judged on scientific soundness only, not on its perceived impact as judged by Editors or referees. 
There are three possible decisions: Accept (your study satisfies all publication criteria), Invitation to Revise (more work is 
required to satisfy all criteria), and Reject (your study fails to satisfy key criteria and it is highly unlikely that further work 
can address its shortcomings). All of the following publication criteria must be fulfilled to enable your manuscript to be 
accepted for publication:
  Originality
The study reports original research and conclusions.
  Data availability
All data to support the conclusions either have been provided or are otherwise publicly available.
  Statistics
All data have been analyzed through appropriate statistical tests and these are clearly defined.
  Methods
The methods are described in sufficient detail to be replicated.
  Citations
Previous work has been appropriately acknowledged.
  Interpretation
The conclusions are a reasonable extension of the results.
  Ethics
The study design, data presentation, and writing style comply with our Editorial Policies.

9.4 Revisions
Authors are required to submit the revised manuscript within one week if minor revision is recommended while two weeks 
if major revision recommended or one month if additional experiments are needed. If authors need more than one month to 
revise their manuscript, we usually require the authors to resubmit their paper. We request that a document of point-to-point 
response to all comments of reviewers and the Editor-in-Chief or the Associate Editor should be supplied along with the 
revised manuscript to allow quick assessment of your revised manuscript. This document should outline in detail how each 
of the comments was addressed in the revised manuscript or should provide a rebuttal to the criticism. Manuscripts may or 
may not be sent to reviewers after revision, dependent on whether the reviewer requested to see the revised version. Apart 
from in exceptional circumstances, CES only supports a round of major revision per manuscript.
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10. Contact Us
Journal Contact
Complex Engineering Systems Editorial Office
Suite 1504, Tower A, Xi’an National Digital Publishing Base, No. 996 Tiangu 7th Road, Gaoxin District, Xi’an 710077, 
Shaanxi, China.

Wen Zhang
Managing Editor
editorial@comengsys.com 
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