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Abstract
This paper presents a fixed-time integral sliding mode control scheme for a nonholonomic wheeled mobile robot
(WMR). To achieve the trajectory tracking mission, the dynamic model of a WMR is first transformed into a second-
order attitude subsystem and a third-order position subsystem. Two novel continuous fixed-time disturbance ob-
servers are proposed to estimate the external disturbances of the two subsystems, respectively. Then, trajectory
tracking controllers are designed for two subsystems by utilizing the reconstructed information obtained from the dis-
turbance observers. Additionally, an auxiliary variable that incorporates the Gaussian error function is introduced to
address the chattering problem of the control system. Finally, the proposed control scheme is validated by a wheeled
mobile robotic experimental platform.

Keywords: Wheeledmobile robot, trajectory tracking, disturbanceobserver, fixed-time stability, integral slidingmode
control

1. INTRODUCTION
During the past decades, the wheeled mobile robot (WMR) has attracted extensive attention as it is widely
used in various fields. The research on the WMR mainly includes robot positioning, motion planning, and
motion control, among which the motion control is a fundamental problem. There are three main parts of
the motion control, including point stabilization, path planning, and trajectory tracking [1]. The trajectory
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tracking control is a significant field in motion control, which has been studied extensively in recent years [2].
In practical engineering applications, a WMR is a highly coupled system with nonholonomic constraints and
external disturbances. Hence, it is significant to design an anti-interference trajectory tracking control scheme
with superior performance. At present, the design of the tracking controller of aWMR is mainly based on two
types: one is to consider only the kinematic model [3], while the other is to design on the basis of kinematic
and dynamic models [4]. The kinematic model-based control only considers the linear velocity and angular
velocity as the control inputs. Compared with the kinematic model, the introduction of dynamic models can
solve the external disturbance problem and the crucial nonholonomic constraint problem [5].

In [6], the system with nonhonolomic constraints was transformed into an extended chain system by coordi-
nate transformation. On this basis, some scholars have designed the trajectory tracking control schemes by
transforming the kinematic model of a WMR into a chain structure [7]. In practice, there is a problem called
“excellent velocity tracking” [8] when designing a trajectory tracking controller only based on a kinematic sys-
tem. Thus, it is more reasonable to take the force or torque as inputs of the control system instead of the
speed. Meanwhile, external disturbances can be further taken into account. Nevertheless, the design process
of the controller that simultaneously incorporates both the kinematic and dynamic models is complicated.
The work of Zhai and Song [9] transformed the dynamic error system into second-order and third-order sub-
systems. And an intermediate variable related to the position error is introduced to tackle the problem of
constructing a control method for a third-order system using the terminal sliding mode control. However, the
aforementioned control schemes can only achieve finite time stability. It is noteworthy that the upper limit of
the convergence time is unknown and dependent on the initial states of the control system. To overcome this
problem, fixed-time stable control methods are proposed [10]. In reference [11], a new integral sliding mode-
based control (ISMC) scheme was developed and applied on the dynamic model of the WMR to enable the
WMR to track the desired trajectory in a fixed time. However, there exists the singularity problem, making the
WMR unable to track the arbitrary trajectories and limiting its practical application when the desired angular
velocity is zero.

In the practical motion environment, there are external disturbances and uncertainties that can deteriorate the
performance of the control system. To cope with the problem, an observer-based control scheme is an efficient
method with disturbance-rejection performance [12]. The traditional observers can only achieve asymptotic
stability of the observation errors, whereas the finite time disturbance observers were designed to improve
the performance of the observer [13]. On this basis, the fault-tolerant attitude control problem of spacecraft
under external disturbances was solved by the introduction of a continuous finite-time observer [14], which
also restrains the chattering phenomenon. Zhang et al. put forward a novel continuous practical fixed-time
disturbance observer and applied it on a WMR, which can not only avoid the chattering problem but also
improve the ability to attenuate disturbance [15]. Different from the work of Zhang, the Gaussian error function,
which is sometimes called probability integral [16], can also be used to develop a control scheme that improves
the chattering problem [17].

Motivated by the above discussions, an integral sliding mode-based fixed-time trajectory tracking control
scheme is proposed by combining the kinematic model with the dynamic model of a WMR in this paper. (1)
A continuous fixed-time disturbance observer using the Gaussian error function is proposed, which avoids
the chattering problem and estimates the external disturbance of a WMR accurately. (2) An auxiliary variable
incorporating variable exponential coefficients is introduced to simplify the design process of the controller
for the third-order subsystem and avoid the singularity problem simultaneously. (3) The reliability and effec-
tiveness of the designed control scheme are verified by a comparative experiment conducted on a wheeled
mobile experimental platform.

2. PRELIMINARIES AND PROBLEM STATEMENT

http://dx.doi.org/10.20517/ces.2023.14
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2.1. Preliminaries

Lemma 1 [18] Consider the following system as

¤𝒙 = 𝑓 (𝒙), 𝒙(0) = 𝒙0, 𝒙 ∈ R (1)

If there exists a positive definite Lyapunov function𝑉 (𝒙), which satisfies ¤𝑉 (𝒙) ≤ −𝑚1𝑉
𝑎 (𝒙) −𝑛1𝑉

𝑏 (𝒙) + 𝜚, where
𝑚1, 𝑛1, and 𝜚 are all positive constants. 0 < 𝑎 < 1, 𝑏 > 1 are real numbers. Then the origin of the system (2) is
fixed-time stable, and the settling time is bounded by 𝑡1 ≤ 1

𝑚1𝜗(1−𝑎) +
1

𝑛1𝜗(𝑏−1) with 0 < 𝜗 < 1.

Lemma 2 [16] The Gaussian error function is defined as follows:

erf (𝑥) = 2
√
𝜋

∫ 𝑥

0
𝑒−2𝑡2dt (2)

where 𝑒 is the natural constant. If 0 ≤ 𝑥 < 1, then the Gaussian error function will satisfy 1
2𝑥 ≤ erf (𝑥) ≤ 2𝑥.

Lemma 3 [19] For 𝑥 ∈ R and 𝜇 > 0, one gets the following chain of inequalities: 𝑥 tanh( 𝑥𝜇 ) < 𝑥 erf ( 𝑥𝜇 ) < |𝑥 |.

Lemma 4 [20] The following inequality will hold |𝑥 | − 𝜀
𝜅 ≤ 𝑥 tanh(𝜅𝑥) for any 𝜅 > 0 and for any 𝜀 ∈ R, where

𝜀 = 𝑒−(𝜀+1) . Then, 𝜀 = 0.2785 can be obtained.

2.2. Dynamic model of WMR
A nonholonomicWMR system is shown in Figure 1. It consists of two balance wheels and two driving wheels,
and the line between the balance wheels is perpendicular to the line between the driving wheels. The distance
between the driving wheel and the barycentric coordinate is 𝑅, and 𝑟 is the radius of the driving wheel. The
position and attitude control is achieved by independent direct current motors, which provide the appropriate
torques to the driving wheels. One assumes that the center of mass of the WMR coincides with the geometric
center. Then, the dynamic model of the WMR is expressed in the form of [21]

¤𝑥 = 𝑣 cos 𝜃
¤𝑦 = 𝑣 sin 𝜃
¤𝜃 = 𝜔
𝐽 ¤𝜔 = 𝑢1 + 𝑑1

𝑚 ¤𝑣 = 𝑢2 + 𝑑2

(3)

with 𝑢1 = 𝑅
𝑟 (𝜏1 − 𝜏2), and 𝑢2 = 1

𝑟 (𝜏1 + 𝜏2). 𝜏1 and 𝜏2 present the control torques. 𝑣 and 𝜔 are the linear and
angular velocities of the WMR, respectively. 𝑚 denotes the mass, and 𝐽 the moment of inertia. (𝑥, 𝑦) is the
actual coordinates. 𝜃 is the orientation of the vehicle counterclockwise from the positive direction of the 𝑋
axis. ( ¤𝑥, ¤𝑦, ¤𝜃) denotes the motion of the WMR. 𝑑1 and 𝑑2 represent the external disturbances.

The reference trajectory is defined as 
¤𝑥𝑟 = 𝑣𝑟 cos 𝜃𝑟
¤𝑦𝑟 = 𝑣𝑟 sin 𝜃𝑟
¤𝜃𝑟 = 𝜔𝑟

(4)

where 𝑥𝑟 , 𝑦𝑟 , and 𝜃𝑟 denote the position and attitude states of the virtual WMR, respectively.

Assumption 1: Suppose 𝜔𝑟 , ¤𝜔𝑟 , 𝑣𝑟 , and ¤𝑣𝑟 are satisfied with |𝜔𝑟 | ≤ 𝜔𝑟max , | ¤𝜔𝑟 | ≤ 𝜔1max , |𝑣𝑟 | ≤ 𝑣𝑟max , And
| ¤𝑣𝑟 | ≤ 𝑣1max , where 𝜔𝑟max , 𝜔1max , 𝑣𝑟max , and 𝑣1max are positive constants.

http://dx.doi.org/10.20517/ces.2023.14
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Figure 1. Physical model of a WMR. WMR: wheeled mobile robot.

Assumption 2: Suppose the 𝑑1, 𝑑2, and their derivatives exist with bounds, which is given by |𝑑1 | ≤ 𝑘1𝑚 , |𝑑2 | ≤
𝑘2𝑚 , where 𝑘1𝑚 and 𝑘2𝑚 are all positive constants.

Then, the tracking errors of the WMR are expressed as
𝑥𝑒
𝑦𝑒
𝜃𝑒

 =


cos 𝜃 sin 𝜃 0
− sin 𝜃 cos 𝜃 0

0 0 1



𝑥 − 𝑥𝑟
𝑦 − 𝑦𝑟
𝜃 − 𝜃𝑟

 . (5)

Furthermore, the error dynamics system could be transformed in the form of

¤𝑥𝑒 = 𝜔𝑦𝑒 − 𝑣 + 𝑣𝑟 cos 𝜃𝑒
¤𝑦𝑒 = 𝑣𝑟 sin 𝜃𝑒 − 𝜔𝑥𝑒
¤𝜃𝑒 = 𝜔 − 𝜔𝑟
𝐽 ¤𝜔 = 𝑢1 + 𝑑1

𝑚 ¤𝑣 = 𝑢2 + 𝑑2

(6)

To simplify the whole design process, the system (6) can be divided into two subsystems, which contain a
second-order subsystem: { ¤𝜃𝑒 = 𝜔 − 𝜔𝑟

𝐽 ¤𝜔 = 𝑢1 + 𝑑1
(7)

and a third-order subsystem: 
¤𝑥𝑒 = 𝜔𝑦𝑒 − 𝑣 + 𝑣𝑟 cos 𝜃𝑒
¤𝑦𝑒 = 𝑣𝑟 sin 𝜃𝑒 − 𝜔𝑥𝑒
𝑚 ¤𝑣 = 𝑢2 + 𝑑2

(8)

3. FIXED-TIME TRAJECTORY CONTROL
In this section, a fixed-time sliding mode control scheme is developed to realize the fast and high-accuracy
trajectory tracking control of a WMR under external disturbances. Firstly, a fixed-time disturbance observer

http://dx.doi.org/10.20517/ces.2023.14
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and a new fixed-time sliding mode surface are proposed for the second-order subsystem (7). On this basis, a
fixed-time controller is constructed to make the error variables, 𝜃𝑒 and ¤𝜃𝑒 , converge into a small region around
the origin. Then, a fixed-time controller is developed for the third-order subsystem (8), which guarantees that
the system state variables, 𝑥𝑒, 𝑦𝑒, and 𝑣, are all uniformly ultimately bounded, and the tracking errors, 𝑥𝑒 and
𝑦𝑒 , can converge into a small region around the origin in a fixed time.

3.1. Tracking control laws design for the second-order subsystem
3.1.1. Fixed-time disturbance observer
Firstly, for the attitude error subsystem (7), define an auxiliary variable as

𝜍1 = 𝜔 −𝜛1 (9)

where 𝜛1 satisfies
¤𝜛1 =

1
𝐽
𝑢1 + 𝑙11 erf (𝜍1) + 𝑙12 |𝜍1 |𝛾1 erf (𝜍1) (10)

The parameters 𝑙11 and 𝑙12 are positive constants with 𝑙11 > 𝑘1𝑚/𝐽. Let variable exponential coefficient 𝛾1 =
𝜆0𝜍

2
1

1+𝜇0𝜍
2
1
with 𝜆0 and 𝜇0 satisfying 0 < 𝜇0 < 1 and 1 + 𝜇0 < 𝜆0.

Theorem 1 For the second-order subsystem (7), if the disturbance observer is constructed as

𝑑1 = 𝐽
(
𝑙11 erf (𝜍1) + 𝑙12 |𝜍1 |𝛾1 erf (𝜍1)

)
(11)

then it can estimate 𝑑1 accurately in a fixed time. That is to say, the observation error 𝑑1 = 𝑑1 − 𝑑1 can converge
into a small region within a fixed time.

Proof of Theorem 1 Select a Lyapunov function as 𝑉2 = 𝜍2
1 , differentiating it, one has

¤𝑉2 = 2𝜍1( ¤𝜔 − ¤𝜛1)

= 2𝜍1

( 1
𝐽
(𝑢1 + 𝑑1) −

( 1
𝐽
𝑢1 + 𝑙11 erf (𝜍1) + 𝑙12 |𝜍1 |𝛾1 erf (𝜍1)

) )
= 2𝜍1

(
− 𝑙11 erf (𝜍1) − 𝑙12 |𝜍1 |𝛾1 erf (𝜍1) +

1
𝐽
𝑑1

)
= −2

(
𝑙11𝜍1 erf (𝜍1) −

1
𝐽
𝜍1𝑑1 + 𝑙12𝜍1 |𝜍1 |𝛾1 erf (𝜍1)

)
≤ −2

(
𝑙11𝜍1tanh(𝜍1) −

1
𝐽
𝜍1𝑑1 + 𝑙12𝜍1 |𝜍1 |𝛾1 erf (𝜍1)

)
≤ −2

(
𝑙11 |𝜍1 | − 𝑙11𝜖1 −

𝑘1𝑚

𝐽
|𝜍1 | + 𝑙12𝜍1 |𝜍1 |𝛾1 erf (𝜍1)

)
≤ −2𝑙12 |𝜍1 | |𝜍1 |𝛾1 erf (|𝜍1 |) + 2𝑙11𝜖1

= −2𝑙12 |𝜍1 |𝛾1+1 erf (|𝜍1 |) + 2𝑙11𝜖1

(12)

where 𝜖1 is a positive constant.
Case 1 When 𝑉2 > 1 and |𝜍1 | > 1, one has erf (|𝜍1 |) > erf (1) and 𝜆0𝜍

2
1

1+𝜇0𝜍
2
1
≥ 𝜆0

1+𝜇0
> 1. Then (12) can be

rewritten as

¤𝑉2 ≤ −2(𝑙12 erf (1) − 𝑙11𝜖1) |𝜍1 |
𝜆0

1+𝜇0
+1

≤ −2(𝑙12 erf (1) − 𝑙11𝜖1)𝑉
𝜆0+𝜇0+1
2(1+𝜇0 )

2

(13)

As 𝑙12 erf (1) − 𝑙11𝜖1 > 0 and 𝛾̄1 = 𝜆0+𝜇0+1
2(1+𝜇0) > 1, then all the solutions of {𝑉2 > 1} will reach the set {𝑉2 ≤ 1}

within a fixed time 𝑡 𝑓 1 ≤ 1
2(𝑙12 erf (1)−𝑙11𝜖1) (𝛾̄1−1) .

http://dx.doi.org/10.20517/ces.2023.14
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Case 2 In the converse case 𝑉2 ≤ 1, one has

¤𝑉2 ≤ −2𝑙12 |𝜍1 | |𝜍1 |𝛾1 erf (|𝜍1 |) + 2𝑙11𝜖1 (14)

As 1 + 𝜇0𝜍
2
1 ≥ 1 and |𝜍1 | ≤ 1, it can be obtained that min

(
|𝜍1 |𝛾1

)
≥ min

(
|𝜍1 |𝜆0𝜍

2
1
)
= 𝑒

−𝜆0
2𝑒 . Considering the

Lemma 3, then (14) is converted into the following form

¤𝑉2 ≤ −2𝑙12 |𝜍1 | |𝜍1 |𝛾1 tanh(|𝜍1 |) + 2𝑙11𝜖1

≤ 2𝑙12 |𝜍1 | |𝜍1 |𝛾1 + 2𝑙12 |𝜍1 |𝛾1𝜖2 + 2𝑙11𝜖1

≤ −2𝑙12 |𝜍1 | |𝜍1 |𝛾1 + 2𝑙12𝜖2 + 2𝑙11𝜖1

≤ −2𝑙12 |𝜍1 |𝛾1+1 + 2𝑙11𝜖1 + 2𝑙12𝜖2

≤ −2𝑙12𝑒
−𝜆0
2𝑒 |𝜍1 | + 2𝑙11𝜖1 + 𝑙12𝜖2

≤ −𝑏1𝑉
1
2

2 + 𝜖

≤ −𝑙13𝑏1𝑉
1
2

2 − (1 − 𝑙13)𝑏1𝑉
1
2

2 + 𝜖

(15)

with 𝑏1 = 2𝑙12𝑒
−𝜆0
2𝑒 , and 𝜖 = 2𝑙11𝜖1+2𝑙12𝜖2. When 0 < 𝑙13 < 1, and 𝜖−(1− 𝑙13)𝑏1𝑉

1
2

2 ≥ 0, (15) can be simplified

as ¤𝑉2 ≤ −𝑙13𝑏1𝑉
1
2

2 . Then, the solution of 𝑉2 will reach a small set Δ1, which is defined as Δ1 =
{
𝜍1 |𝑉1(𝜍1) ≤

( 𝜖
𝑏1 (1−𝑙13) )

2} within a settling time 𝑡 𝑓 2 ≤ 2
𝑏1𝑙13

.

In view of the above two cases, the auxiliary variable 𝜍1 will converge into a small set Δ1 =
{
𝜍1 |𝑉1(𝜍1) ≤

( 𝜖
𝑏1 (1−𝑙13) )

2} within settling time 𝑡 𝑓 = 𝑡 𝑓 1 + 𝑡 𝑓 2.

Then, the disturbance observation error

𝑑1 = 𝑑1 − 𝑑1

= 𝑑1 − 𝐽
(
𝑙11 erf (𝜍1) + 𝑙12 |𝜍1 |𝛾1 erf (𝜍1)

) (16)

The disturbance 𝑑1 is bounded according to Assumption 1. Thus, the disturbance observer (11) can estimate
𝑑1 accurately, and the observation error 𝑑1 can remain in a small set Δ2 =

{
𝜍1
��|𝜍1 | ≤ 𝑘1𝑚 + 𝐽

(
𝑙11 erf (Δ1) +

𝑙12 |Δ1 |𝛾̄1 erf (Δ1)
)}

after a fixed time, where 𝛾̄1 =
𝜆0Δ2

1
1+𝜇0Δ2

1
.

3.1.2. Fixed-time sliding mode controller
For the subsystem (7), define 𝜔𝑒 = 𝜔 − 𝜔𝑟 . A fixed-time integral sliding mode surface is introduced as
follows [22]

𝑠1 = 𝜔𝑒 +
∫ 𝑡

0

(
𝑘11(d𝜃𝑒c 𝑝1 + d𝜃𝑒c𝑞1) + 𝑘12(d𝜔𝑒c 𝑝2 + d𝜔𝑒c𝑞2)

)
d𝜏 (17)

with 0 < 𝑝𝑖 < 1, 𝑞𝑖 > 1, and (𝑖 = 1, 2). For any 𝑥 ∈ R, 𝛼 ∈ R+, the notation is defined as d𝑥c𝛼 = |𝑥 |𝛼sign(𝑥).
Based on the sliding mode surface as (17), the fixed-time controller is designed as follows:

𝑢1 = −𝐽
(
𝑘11(d𝜃𝑒c 𝑝1 + d𝜃𝑒c𝑞1) + 𝑘12(d𝜔𝑒c 𝑝2 + d𝜔𝑒c𝑞2) + 𝛼1d𝑠1c 𝑝3 + 𝛼2d𝑠1c𝑞3 + 𝛼3 erf (𝑠1) − ¤𝜔𝑟

)
− 𝑑1 (18)

where 𝛼𝑖 , 𝑘1𝑖 , (𝑖 = 1, 2) are positive constants, 𝛼3 satisfies 𝛼3 ≥ 𝑘1𝑚
𝐽 . In addition, 𝑝𝑖 , 𝑞𝑖 , (𝑖 = 1, 2, 3) are all

positive odd integers with 0 < 𝑝𝑖 < 1, 𝑞𝑖 > 1.

Theorem 2 For the second-order system (7), if the fixed-time controller is constructed in the form of (18), then
the real sliding mode variable will converge into a small set within a fixed time.
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Proof of Theorem 2 Choose a Lyapunov function as 𝑉3 = 1
2 𝑠

2
1 and refer to Lemma 2 to Lemma 4, the time

derivative of 𝑉3 is

¤𝑉3 = 𝑠1
(
¤𝜔𝑒 + 𝑘11(d𝜃𝑒c 𝑝1 + d𝜃𝑒c𝑞1) + 𝑘12(d𝜔𝑒c 𝑝2 + d𝜔𝑒c𝑞2

)
= 𝑠1

( 1
𝐽
(𝑢1 + 𝑑1) − ¤𝜔𝑟 + 𝑘11(d𝜃𝑒c 𝑝1 + d𝜃𝑒c𝑞1) + 𝑘12(d𝜔𝑒c 𝑝2 + d𝜔𝑒c𝑞2)

)
= 𝑠1

(
− 𝛼1d𝑠1c 𝑝3 − 𝛼2d𝑠1c𝑞3 − 𝛼3 erf (𝑠1) +

1
𝐽
𝑑1

)
≤ −𝛼1 |𝑠1 |𝑝3+1 − 𝛼2 |𝑠1 |𝑞3+1 − 𝛼3𝑠1 tanh(𝑠1) +

1
𝐽
|𝑠1 | |𝑑1 |

≤ −2𝑝3𝛼1𝑉
𝑝3
2 − 2𝑞3𝛼2𝑉

𝑞3
2 + 𝜗̄1

(19)

where 𝑝3 = 𝑝3+1
2 , 𝑞3 = 𝑞3+1

2 , 𝜗̄1 = 𝛼3𝜗1 with 𝜗1 being a positive constant. By using Lemma 4, the second-
order system (7) is fixed-time stable. The sliding mode surface 𝑠1 will converge into a small region Δ3 ={
𝑠1 |𝑉 (𝑠1) ≤ min

{( 𝑐2
𝛼12 𝑝̄3

) 1
𝑝̄3 ,

( 𝑐2
𝛼22𝑞̄3

) 1
𝑝̄3
}}

around the origin in a fixed time 𝑡𝑠1 , which is determined by 𝑡𝑠1 ≤
1

𝛼12 𝑝̄3𝜙1 (1−𝑝3)
+ 1

𝛼22𝑞̄3𝜙1 (𝑞3−1) . Then, one can obtain that variables 𝜃𝑒 and 𝜔𝑒 converge to zero along the real
sliding mode in a fixed time [23].

3.2. Tracking control laws design for the third-order subsystem
After the angular error 𝜃𝑒 converges to zero according to Theorem 2, one can obtain that sin 𝜃𝑒 equals zero,
and cos 𝜃𝑒 equals 1. The system (8) can be simplified as

¤𝑥𝑒 = 𝜔𝑟 𝑦𝑒 − 𝑣 + 𝑣𝑟
¤𝑦𝑒 = −𝜔𝑟𝑥𝑒
𝑚 ¤𝑣 = 𝑢2 + 𝑑2

(20)

3.2.1. Fixed-time disturbance observer
Introduce the following auxiliary variable for the simplified third-order subsystem (20)

𝜍2 = 𝑣 −𝜛2 (21)

where 𝜛2 satisfies
¤𝜛2 =

1
𝑚
𝑢2 + 𝑙21erf (𝜍2) + 𝑙22 |𝜍2 |𝛾2 erf (𝜍2) (22)

where 𝛾2 =
𝜆3𝜍

2
1

1+𝜇3𝜍
2
1
, and 𝜆3 and 𝜇3 are integers satisfying the constraints: 0 < 𝜇3 < 1, 1 + 𝜇3 < 𝜆3. The

parameters 𝑙21 and 𝑙22 are positive constants with 𝑙21 > 𝑘2𝑚 and 𝑙22 > 0.

Theorem 3 For the simplified third-order subsystem (20), a fixed-time disturbance observer is developed in the
form of

𝑑2 = 𝑚
(
𝑙21 erf (𝜍2) + 𝑙22 |𝜍2 |𝛾2 erf (𝜍2)

)
(23)

then it can estimate 𝑑2 in a fixed time, and the observation error 𝑑2 = 𝑑2 − 𝑑2 can converge into a small region
around the origin within a fixed time 𝑡𝑑2 .

Proof of Theorem 3 Similar to the proof of Theorem 1.

3.2.2. Fixed-time sliding mode controller
For the third-order subsystem (20), introduce the following auxiliary variable:

𝜉 = 𝑥𝑒 +
∫ 𝑡

0

(
𝜆1 erf (𝑥𝑒) − 𝜆2 erf (𝑦𝑒) + 𝜆3𝑥𝑒𝑦𝑒 erf (𝑦𝑒) + 𝑘1 |𝑥𝑒 |𝛾3 erf

( 𝑥𝑒
𝜖3

) )
d𝜏 (24)
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where 𝜆1 𝜆2, 𝑘1, and 𝜖3 are positive constants, 𝜆2 ≤ 𝜆1 erf (1). Let 𝛾3 = 𝜆4𝑥𝑒
2

1+𝜇4𝑥𝑒2 , with 𝜆4 and 𝜇4 being integers
and 0 < 𝜇4 < 1, 1 + 𝜇4 < 𝜆4.

Select a fixed-time sliding mode surface as:

𝑠2 = ¤𝜉 +
∫ 𝑡

0

(
𝑘21 (d𝜉c 𝑝4 + d𝜉c𝑞4) + 𝑘22

(
d ¤𝜉c 𝑝5 + d ¤𝜉c𝑞5

) )
d𝜏 (25)

where 𝑘21 and 𝑘22 are positive constants, 0 < 𝑝𝑖 < 1 and 𝑞𝑖 > 1, 𝑖 = 4, 5 are positive odd integers.

Theorem 4 For the third-order subsystem (20), if the fixed-time sliding mode surface is chosen as (25) and the
fixed-time controller is designed as (26),

𝑢2 =𝑚
(
¤𝑣𝑟 + ¤𝜔𝑟 𝑦𝑒 + 𝜔𝑟 ¤𝑦𝑒 + ¤ℎ(𝑥𝑒, 𝑦𝑒) + 𝑘21 (d𝜉c 𝑝4 + d𝜉c𝑞4)

+𝑘22
(
d ¤𝜉c 𝑝5 + d ¤𝜉c𝑞5

)
+ 𝛽1d𝑠2c 𝑝6 + 𝛽2d𝑠2c𝑞6 + 𝛽3 erf (𝑠2)

)
+ 𝑑2

(26)

then the slidingmode surface 𝑠2 is fixed-time stable, which will converge into a small region of origin within settling
time 𝑡𝑠2 ≤ 1

𝛼42 𝑝̄6𝜙2 (1−𝑝6)
+ 1
𝛼52𝑞̄6𝜙2 (𝑞6−1) . ℎ(𝑥𝑒, 𝑦𝑒) = 𝜆1 erf (𝑥𝑒) − 𝜆2 erf (𝑦𝑒) + 𝜆3𝑥𝑒𝑦𝑒 erf (𝑦𝑒) + 𝑘1 |𝑥𝑒 |𝛾3 erf

( 𝑥𝑒
𝜖2

)
,

in which 𝛽1, 𝛽2 are positive constants, and 𝑝6, 𝑞6 are positive odd integers satisfying 0 < 𝑝6 < 1, 𝑞6 > 1.

Proof of Theorem 4 The proof process will be conducted in 3 steps: (1) After the angular error 𝜃𝑒 converges
to zero according to Theorem 2, 𝑠2 and the auxiliary variable 𝜉 can converge into a small region around the
origin within a fixed time; (2) The error variables 𝑥𝑒, 𝑦𝑒 can converge into a small region around the origin
within a fixed time; (3) It should be proved that 𝑥𝑒 and 𝑦𝑒 do not escape to infinity before the angular error 𝜃𝑒
converges to zero.

Step 1 Select a positive Lyapunov function 𝑉4 = 1
2 𝑠

2
2, differentiating it and substituting (24)-(26) yields to

¤𝑉4 = 𝑠2 ¤𝑠2

= 𝑠2
(
− 𝛽1d𝑠2c 𝑝6 − 𝛽2d𝑠2c𝑞6 − 𝛽3 erf (𝑠2) +

1
𝑚
(𝑑2 − 𝑑2)

)
≤ −𝛽1 |𝑠2 |𝑝6+1 − 𝛽2 |𝑠2 |𝑞6+1 − 𝛽3𝑠2 erf (𝑠2) +

1
𝑚
𝑠2𝑑2

≤ −𝛽1 |𝑠2 |𝑝6+1 − 𝛽2 |𝑠2 |𝑞6+1 − 𝛽3𝑠2 tanh(𝑠2) +
1
𝑚
𝑠2𝑑2

≤ −𝛽1 |𝑠2 |𝑝6+1 − 𝛽2 |𝑠2 |𝑞6+1 − 𝛽3 |𝑠2 | +
1
𝑚
|𝑠2 | |𝑑2 |

≤ −2𝑝6 𝛽1𝑉
𝑝6
3 − 2𝑞6 𝛽2𝑉

𝑞6
3 + 𝜗̄2

(27)

where 𝑝6 = 𝑝6+1
2 , 𝑞6 = 𝑞6+1

2 , 𝜗̄2 = 𝛽3𝜗2 with 𝜗2 being a positive constant. Using the Lemma 4, the third-order
subsystem (14) is fixed-time stable, and 𝑠2 will converge into a small setΔ4 =

{
𝑠2 |𝑉 (𝑠2) ≤ min

{( 𝑐3
𝛼12 𝑝̄6

) 1
𝑝̄6 ,

( 𝑐3
𝛼22𝑞̄6

) 1
𝑝̄6
}}

around zero in the fixed time 𝑡𝑠2 , which is determined by

𝑡𝑠2 ≤ 1
𝛼42𝑝6𝜙2(1 − 𝑝6)

+ 1
𝛼52𝑞6𝜙2(𝑞6 − 1) (28)

Then, 𝑠2 will hold in a small region of origin, which guarantees a real sliding mode surface [23]. Therefore, the
auxiliary variable 𝜉 and its derivative ¤𝜉 will also converge into the origin along the sliding mode surface [24].

Step 2 According to (25), when the auxiliary ¤𝜉 = 0, one has

¤𝑥𝑒 = −𝜆1 erf (𝑥𝑒) + 𝜆2 erf (𝑦𝑒) − 𝜆3𝑥𝑒𝑦𝑒 erf (𝑦𝑒) − 𝑘1 |𝑥𝑒 |𝛾3 erf
( 𝑥𝑒
𝜖3

)
(29)
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Choose a Lyapunov function as 𝑉5 = 𝑥2
𝑒 , the time derivative of 𝑉5 is

¤𝑉5 = 2𝑥𝑒 ¤𝑥𝑒
= −2

(
𝜆1𝑥𝑒 erf (𝑥𝑒) − 𝜆2𝑥𝑒 erf (𝑦𝑒) + 𝜆3𝑥

2
𝑒 𝑦𝑒 erf (𝑦𝑒) + 𝑘1 |𝑥𝑒 |𝛾3 erf ( 𝑥𝑒

𝜖3
)
)

≤ −2
(
𝜆1 |𝑥𝑒 | − 𝜆2 |𝑥𝑒 | − 𝜆1𝜖4 + 𝑘1𝑥𝑒 |𝑥𝑒 |𝛾3 erf ( 𝑥𝑒

𝜖3
)
)

≤ −2
(
𝑘1𝜖3 |𝑥𝑒 | |𝑥𝑒 |𝛾3 erf ( | 𝑥𝑒

𝜖3
|) − 𝜆1𝜖4

) (30)

where 𝜖4 is a positive constant. The rest of the proof is similar to the proof ofTheorem 2. There exists a constant
0 < 𝜗3 < 1 such that the variable 𝑥𝑒 will reach and keep in a small region Δ5 around the origin within a fixed
time 𝑇2:

𝑇2 ≤ 1

𝑘1𝜗3𝑒
− 𝜆4

2𝑒

+ 1
2𝑘1𝜖3( 𝜆4

1+𝜇4
− 1)

(31)

Then, it can be obtained that the ¤𝑥𝑒 is a uniformly continuous form (29). Employ Barbalat Lemma [25] to prove
¤𝑥𝑒 → 0 as 𝑡 → ∞, then ¤𝑥𝑒 is bounded after the variable 𝑥𝑒 converges. Hence, there exists a small region Δ5
around the origin that 𝑦𝑒 can converge into Δ5.

Step 3 Before the angular error 𝜃𝑒 converges to zero, 𝜃𝑒 ≠ 0, such that subsystem (13) cannot be simplified
as (19). It should be proved that system state variables 𝑥𝑒, 𝑦𝑒, and 𝑣 are bounded before the angular error 𝜃𝑒
converges to zero.
Consider the following bounded function:

𝑉6 =
1
2
𝑥2
𝑒 +

1
2
𝑦2
𝑒 + |𝑣 | (32)

The time derivative of 𝑉6 is

¤𝑉6 ≤ |𝑥𝑒 | | ¤𝑥𝑒 | + |𝑦𝑒 | | ¤𝑦𝑒 | + | ¤𝑣 |

≤ |𝑥𝑒 | | ¤𝑥𝑒 | + |𝑦𝑒 | | ¤𝑦𝑒 | + 𝑚
(
𝜔𝑟 ¤𝑦𝑒 + | ¤ℎ(𝑥𝑒, 𝑦𝑒) | + 𝑘21

(
|𝜉 |𝑝4 + |𝜉 |𝑞4

)
+ 𝑘22(| ¤𝜉 |𝑝5 + | ¤𝜉 |𝑞5

)
+𝛽1 |𝑠 |𝑝6

2 + 𝛽2 |𝑠 |𝑞6
2

)
+ |𝑑2 |
𝑚

≤ |𝑥𝑒 | | ¤𝑥𝑒 | + |𝑦𝑒 | | ¤𝑦𝑒 | + 𝑚
(
| ¤𝑦𝑒 | + 𝑘21

(
|𝜉 |𝑝4 + |𝜉 |𝑞4

)
+ 𝑘22

(
| ¤𝜉 |𝑝5 + | ¤𝜉 |𝑞5

)
+ 𝛽1 |𝑠 |𝑝6

2 + 𝛽2 |𝑠 |𝑞6
2

+𝜆3
(
| ¤𝑥𝑒 | |𝑦𝑒 | + |𝑥𝑒 | | ¤𝑦𝑒 | + |𝑥𝑒 | |𝑦𝑒 | | ¤𝑦𝑒 |

)
+ 𝑘1𝜆4 |𝑥𝑒 | | ¤𝑥𝑒 |

1 + 𝜇0𝑥
2
𝑒

|𝑥𝑒 |𝛾3
(
1 + 2|𝑥𝑒 |

1 + 𝜇4𝑥
2
𝑒

)
+ 2𝑘1

𝜖2
√
𝜋
|𝑥𝑒 |𝛾3 | ¤𝑥𝑒 |

)
+ |𝑑2 |
𝑚

≤ |𝑥𝑒 | | ¤𝑥𝑒 | + |𝑦𝑒 | | ¤𝑦𝑒 | + 𝑚
(
| ¤𝑦𝑒 | + 𝑘21

(
|𝜉 |𝑝4 + |𝜉 |𝑞4

)
+ 𝑘22

(
| ¤𝜉 |𝑝5 + | ¤𝜉 |𝑞5

)
+ 𝛽1 |𝑠 |𝑝6

2 + 𝛽2 |𝑠 |𝑞6
2

+𝜆3
(
| ¤𝑥𝑒 | |𝑦𝑒 | + |𝑥𝑒 | | ¤𝑦𝑒 | + |𝑥𝑒 | |𝑦𝑒 | | ¤𝑦𝑒 |

)
+ 𝑘1𝜆4

𝜇4
(1 + 2|𝑥𝑒 |) |𝑥𝑒 |

𝜆4
𝜇4

−1 |𝑥𝑒 |

+ 2𝑘1

𝜖2
√
𝜋
|𝑥𝑒 |

𝜆4
𝜇4 |𝑥𝑒 |

)
+ |𝑑2 |
𝑚

(33)

Let 𝜂1 =
√
𝑥2
𝑒 + 𝑦2

𝑒 + |𝑣 | ≥ 𝜂 > 1 , then one has the following inequalities: |𝑥𝑒 | ≤ 𝜂1, |𝑦𝑒 | ≤ 𝜂1, |𝑣 | ≤ 𝜂1.

Furthermore, there exist positive constants 𝑎𝑖 (𝑖 = 3, 4), 𝑏𝑙 , 𝑐𝑙 , (𝑙 = 4, 5, ..., 9), which satisfy |𝑥𝑒 |
𝜆4
𝜇4 ≤ 𝑎3𝜂1,

|𝑥𝑒 |
𝜆4
𝜇4

−1 ≤ 𝑎4𝜂1, |𝑠2 |𝑝6 < 𝑏4 + 𝑐4𝜂1, |𝑠2 |𝑞6 < 𝑏5 + 𝑐5𝜂1, |𝜉 |𝑝4 < 𝑏6 + 𝑐6𝜂1, |𝜉 |𝑞4 < 𝑏7 + 𝑐7𝜂1, | ¤𝜉 |𝑝5 < 𝑏8 + 𝑐8𝜂1,
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| ¤𝜉 |𝑞5 < 𝑏9 + 𝑐9𝜂1. According toTheorem 3, the state variable 𝜃𝑒, 𝜔 will converge into the origin within a fixed
time 𝑡𝑠1 , then one has 𝜃𝑒 ≤ 𝜃𝑚 , |𝜔| ≤ 𝜔𝑚 , |𝑑2 | < 𝑘𝑑 . Further | ¤𝑦𝑒 | < | ¤𝑥𝑒 | ≤ 𝑣1max +𝜔𝑚𝜂1 can be obtained. Then,
(33) can be simplified as

¤𝑉6 ≤ (2𝜂1 + 2𝑚𝜆3 + 𝜂2
1 + 𝑚)(𝑣1max + 𝜔𝑚𝜂1) +

𝑚𝑘1𝜆4

𝜇4
(𝑣1max + 𝜔𝑚𝜂1)𝑎4𝜂1

+2𝑚𝑘1

𝜖2
√
𝜋
𝑎3𝜂1(𝑣1max + 𝜔𝑚𝜂1) +

𝑘𝑑
𝑚

≤
𝜂2

1
2

2
(
2𝑣1max + 3𝜔𝑚 + 2𝑚𝜆3 + 𝑚 + 2𝑚𝑘1𝑎4𝜆4

𝜇4
(𝑣1max + 𝜔𝑚) +

2𝑚𝑎3𝑘1

𝜖2
√
𝜋

(𝑣1max + 𝜔𝑚)
)

+2𝑚𝜆3𝑣1max +
𝑘𝑑
𝑚

≤ 𝐾𝑉6 + 𝜚1

(34)

where 𝐾 and 𝜚1 satisfy the following constraints:

𝐾 = 2
(
2𝑣1max + 3𝜔𝑚 + 2𝑚𝜆3 + 𝑚 + 2𝑚𝑘1𝑎4𝜆4

𝜇4
(𝑣1max + 𝜔𝑚) +

2𝑚𝑎3𝑘1

𝜖2
√
𝜋

(𝑣1max + 𝜔𝑚)
)

(35)

𝜚1 = 2𝑚𝜆3𝑣1max +
𝑘𝑑
𝑚

(36)

On the contrary, if 𝜂1 > 1, there exists a positive constant 𝜚2, which satisfies ¤𝑉6 ≤ 𝜚2. One has ¤𝑉6 ≤ 𝐾𝑉6 + 𝜚3
for the state variable 𝑥𝑒, 𝑦𝑒, 𝑣. Further, before the angular error 𝜃𝑒 converges to zero, one can obtain

𝑉6 ≤
(
𝑉6(0) +

𝜚3

𝐾

)
𝑒𝐾𝑡 − 𝜚3

𝐾
(37)

Remark 1The auxiliary variable 𝜉 in (24) can reduce the order of the third-order subsystem, which simplifies
the process of the controller design. In addition, the controller developed in this paper can guarantee that the
system state variables converge in a fixed time and the chattering problem is solved by using the error function
erf(·). Furthermore, utilizing the variable exponent coefficient in (24) avoids the common singularity problem.

4. EXPERIMENT RESULTS
To verify the effectiveness of the proposed control scheme, the trajectory tracking experiment is implemented
on a Quanser QBot 2e mobile robot platform composed of a QBot 2e mobile robot, an OptiTrack system with
12 infrared cameras, and a computer. The experimental platform is presented in Figure 2. The whole closed-
loop experiment structure is as follows: The simulation diagram is compiled on the host computer equipped
withMATLAB/Simulink to transform the simulation into an executable file. And the control scheme is written
to the Gumstix computer embedded in the QBot 2e through wireless communication protocol. The real-time
position information of the QBot 2e is obtained by the OptiTrack positioning system. Then the host computer
calculates the information and transmits them to the embedded computer of aWMR for the input of real-time
calculation of executable files. So as to complete the trajectory experiment of the mobile robot.

In the experiment, the physical parameters of the QBot 2e are chosen as follows: 𝑚 = 4 kg, 𝐽 = 2.5 kg · m2.
The desired reference trajectory is set as 𝑥𝑟 = cos(0.2𝑡) m, 𝑦𝑟 = sin(0.2𝑡) m. The initial values of the reference
and practical trajectories are [𝑥𝑟 (0), 𝑦𝑟 (0), 𝜃𝑟 (0)]T = [1, 0, 𝜋/2]T, [𝑥(0), 𝑦(0), 𝜃 (0)]T = [0.7,−0.02, 𝜋/6]T,
respectively. The main relevant parameters of the proposed control scheme are as follows: 𝑘1 = 0.001,
𝑘11 = 𝑘12 = 0.9, 𝑘21 = 0.05, 𝑘22 = 0.06, 𝜖2 = 0.00001. Choose the parameters 𝛼1 = 2, 𝛼2 = 0.5, 𝛽1 = 𝛽2 = 1
for the sliding mode surface 𝑠1 in (17) and 𝑠2 in (25), respectively.
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Ma et al. Complex Eng Syst 2023;3:10 I http://dx.doi.org/10.20517/ces.2023.14 Page 11 of 14

Figure 2. The Quanser QBot 2e Mobile Robot Platform.

-1.5 -1 -0.5 0 0.5 1 1.5
-1.5

-1

-0.5

0

0.5

1

1.5

0.8 0.85 0.9
0.5

0.54

Figure 3. The comparative trajectory tracking experiment results of the WMR. WMR: wheeled mobile robot.

It is obvious that the WMR trajectory tracking mission can be achieved by the designed control method as
plotted in the red track in Figure 3. The time response curves of the sliding mode surfaces, 𝑠1 and 𝑠2, are
shown in Figure 4, which converge very quickly. To illustrate the excellence of the proposed control method, a
comparative experiment on the trajectory tracking ofWMRs is conducted between this work and reference [26].
The control inputs of the designed control scheme and reference are shown in Figure 5, which are nonsingular
and continuous. Figure 6 illustrates the tracking errors in this experiment, which have a big fluctuation due to
the influence of external disturbances. In the experiment, the external disturbance is from the experimental
environment, such as uneven ground. The observed disturbance values are shown in Figure 7, which indicates
the effectiveness of the proposed disturbance observer in this work. From the experimental results, it can
be concluded that the designed control scheme has the robustness against the external disturbance and high
tracking accuracy.

5. DISCUSSION
In this paper, a universal control scheme for fixed-time trajectory tracking based on ISMC is put forward.
The dynamic model of the WMR has been transformed into two error subsystems. Then utilizing the fixed-
time technology and ISMC, a new fixed-time disturbance observer has been proposed and applied on the two
error subsystems. Furthermore, an observer-based tracking control method has been proposed to achieve
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Figure 4. Comparative results of sliding mode surfaces in the experi-
ment.
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Figure 5. Comparative results of control torques in the experiment.
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Figure 6. Comparative results of tracking errors 𝑥𝑒 ,𝑦𝑒 ,𝜃𝑒 in the experi-
ment.
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Figure 7. Disturbance estimation 𝑑1 and 𝑑2 in the experiment.

a trajectory tracking mission for the WMR, and guarantee the tracking error converges within a fixed time.
Finally, the proposed control approach has been verified by a mobile robotic platform, and the experimental
results show fine control performances. Our future work will focus on how to realize the formation tracking
control of multi-wheeled mobile robots in both theory and experiment.
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Abstract
We propose reinforcement learning (RL) architectures for producing performant Takagi-Sugeno-Kang (TSK) fuzzy
systems. The first employs an actor-critic algorithm to optimize existing TSK systems. An evaluation of this approach
with respect to the Explainable Fuzzy Challenge (XFC) 2022 is given. A second proposed system applies Deep Q-
Learning Network (DQN) principles to the Adaptive Network-based Fuzzy Inference System (ANFIS). This approach
is evaluated in the CartPole environment and demonstrates comparability to the performance of traditional DQN.
In both applications, TSK systems optimized via RL performed well in testing. Moreover, the given discussion and
experimental results highlight the value of exploring the intersection of RL and fuzzy logic in producing explainable
systems.

Keywords: Explainable AI, Fuzzy systems, Takagi-Sugeno-Kang fuzzy systems, Adaptive neuro-fuzzy inference sys-
tems, Reinforcement learning

1. INTRODUCTION
Fuzzy sets have been introduced in [1] as a mathematical framework for modeling under uncertainty. Fuzzy
systems employ a fuzzy inference engine to solve control problems in various frameworks and applications [2,3].
In a majority of fuzzy control applications, a dynamic model joins a fuzzy system to create a dynamic fuzzy
control system [4]. However, there are various applications where dynamic models are either not available or
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too complex for effective use in the fuzzy setting. Such applications tend to include video games and other
interactive environments [5].

Reinforcement learning (RL) comprises a collection of learning algorithms that allow optimization of various
control systems. RL trains agents to adapt to a given environment via a reward system [6]. The agent takes action
by assessing the state of the environment, and RL allows the agent to maximize the expected reward. Such
algorithms are well suited for complex environments; RL has shown great success in games [7] and industrial
applications [8].

Deep RL [9] has recently seen significant developments as agents have successfully outperformed humans in
games such as Go [7], Poker [10], and video games [11]. This approach also finds effective employment in appli-
cations such as autonomous vehicles [12], UAVs [13], and fine-tuning of large language models [14]. However,
RL models and related deep learning architectures, in particular, tend to have a significant drawback in their
relative lack of explainability.

Explainable machine learning is a subject of extensive research [15–17] concerned with rendering relevant al-
gorithms more understandable, transparent, and trustworthy. Explainable fuzzy AI has afforded significant
developments in this domain due to characteristics such as amenability to visualization and expression in nat-
ural language [18–20]. Notably, literature discussing directed RL in the setting of explainable fuzzy AI proves
scarce despite recent advancements in the former and a capacity for mutual benefit; exploration of genetic
algorithms proves more common historically [21–23].

To aid in developing RL algorithms capable of producing explainable models, fuzzy RL-based architectures [24]

show promise. Fuzzy Q-learning was proposed and studied in a series of research papers [25–27] primarily
concerned with performance in control applications rather than explainability in general. Additionally, these
explorations are disconnected from recent developments in deep RL. This presents a gap in the literature.
However, in [28], the author developed Takagi-Sugeno-Kang (TSK) fuzzy systems with successful applications
in various environments where Deep Q-Learning Network (DQN) [29] has illustrated effectiveness. Similar to
an Adaptive Network-Based Fuzzy Inference System (ANFIS) [30], this approach leverages RL to train an agent
in these environments and shows the promise of such experimentation.

This paper offers further practical study of RL-based TSK fuzzy systems and ANFIS architectures as solutions
for developing explainable AI. The latter is compared to traditional Deep Q-learning algorithms. After a pre-
liminary section where we provide an overview of the conceptual building blocks of our systems, we discuss
the successful and winning application of RL-based TSK systems to the Asteroid Smasher framework and cor-
responding 2023 Explainable AI competition [31]. Additionally, we offer a comparison of ANFIS and DQN
in the CartPole environment. The value of the relationship between RL and fuzzy systems to explainability is
highlighted and discussed in both cases.

2. PRELIMINARIES
2.1. Fuzzy systems
Fuzzy sets are defined as functions 𝐴 : 𝑋 → [0, 1] and are interpreted as sets with a continuum of membership
grades [1]. They are used in modeling under uncertainty, especially in a rule-based environment.

Fuzzy rules describe an imprecise cause-effect relationship between certain variables controlling a given system.
Fuzzy rules are of the form

If 𝑥 is 𝐴 then 𝑦 is 𝐵

where 𝐴 and 𝐵 are fuzzy sets on domains 𝑋 and 𝑌 , respectively. Fuzzy rules can be organized into fuzzy rule
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bases
If 𝑥 is 𝐴𝑖 then 𝑦 is 𝐵𝑖

with antecedents 𝐴𝑖 and consequences 𝐵𝑖 , 𝑖 = 1, ..., 𝑛 being fuzzy sets.

Mamdani fuzzy systems were introduced in [2], with the goal of developing fuzzy rule-based control systems.
Mamdani fuzzy systems defined by the above rule base evaluate a fuzzy output as

𝐵′(𝑦) = ∨𝑛𝑖=1𝐴𝑖 (𝑥) ∧ 𝐵𝑖 (𝑦).

The output of the system is then calculated using a defuzzification as an example

𝐶𝑂𝐺 (𝐵′) =
∫
𝑌
𝐵′(𝑦) · 𝑦𝑑𝑦∫
𝑌
𝐵′(𝑦)𝑑𝑦

To model more complex systems, one can define systems with multiple antecedents and connect them with an
aggregation operator.

TSK Fuzzy Systems have been introduced in [3,32] and are based on rules with a fuzzy antecedent and a singleton
consequence

If 𝑥 is 𝐴𝑖 then 𝑦 = 𝑦𝑖 .

In this paper, we are using a rule with a singleton consequence; however, TSK systems can also be defined with
linear or higher-order consequences. The output of a TSK fuzzy system can be calculated as

𝑇𝑆𝐾 (𝑥) =
∑𝑛
𝑖=1 𝐴𝑖 (𝑥) · 𝑦𝑖∑𝑛
𝑖=1 𝐴𝑖 (𝑥)

.

In the case of multiple antecedents, the rule base is modified as an example

If 𝑥 is 𝐴𝑖 and 𝑦 is 𝐵𝑖 then 𝑧 = 𝑧𝑖 .

with the evaluation of the output being

𝑇𝑆𝐾 (𝑥, 𝑦) =
∑𝑛
𝑖=1 𝐴𝑖 (𝑥) · 𝐵𝑖 (𝑦) · 𝑧𝑖∑𝑛
𝑖=1 𝐴𝑖 (𝑥) · 𝐵𝑖 (𝑦)

.

In the present paper, we use TSK fuzzy systems in the context of RL.

2.2. Reinforcement learning
2.2.1. Bellman’s Equation
Bellman equation, named after Richard E. Bellman for his work in [33], is an equation for controlling systems
based on states, rewards, and actions, which altogether allow us to compute the value for the state, i.e., the total
expected reward in a given state, given by

𝑉 (𝑠) = max
𝑎

(𝑅(𝑠, 𝑎) + 𝛾
∑

𝑃(𝑠, 𝑎, 𝑠′)𝑉 (𝑠′).

𝑉 (𝑠) is called the value of a state 𝑠. This function gets updated as the agent learns more information about the
state, especially which actions (𝑎) yield the highest cumulative reward. The reward 𝑟 is given for a state-action
pair and is not bound by any restrictions. 𝛾 is a discount factor, typically specified between 0 and 1, with a
common value of 0.99. 𝛾 is tuned to balance ”near” and ”far” rewards with lower values prioritizing immediate
rewards and higher values valuing future rewards more. 𝑃 is the probability of ending in state 𝑠′ (next state) by
taking action 𝑎 when starting from state 𝑠. 𝑉 (𝑠′) is the value of the next state. This recursive definition allows
policies to learn which actions to take on a given state to maximize the cumulative reward of future states.
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2.2.2. Q-learning
𝑄-learning [34] is a model-free RL algorithm, which will learn the 𝑄-values or the expected reward for a state.
Rather than attempt to model the environment, 𝑄-learning aims to predict preferable actions to take in a
specific state by extending the Bellman Equation as

𝑄𝑛𝑒𝑤 (𝑠, 𝑎) = 𝑄(𝑠, 𝑎) + 𝛼 · (𝑅(𝑠, 𝑎) + 𝛾max
𝑎
𝑄(𝑠′, 𝑎) −𝑄(𝑠, 𝑎)).

𝑄𝑛𝑒𝑤 are the new 𝑄-values of the state-action pair. These new values get updated from the previous 𝑄-values
and added to 𝛼, a learning rate, multiplied by the temporal difference (TD).The TD is the current reward of the
state-action pair added to the discount factor 𝛾 multiplied by the maximum reward that can be earned from
the next state before the current value of the state-action pair is subtracted. The𝑄-function aims to update the
action that should be taken for a given state to maximize the cumulative reward.

2.2.3. Deep Q-learning
Common techniques for 𝑄-learning include creating a Deep Neural Network (NN) for predicting the 𝑄-
function followed by optimization via backpropagation. This model is known as a Deep 𝑄-Learning Net-
work [29] and is a particular case of Q-learning that relies on a Deep NN architecture. This allows the agent to
learn continuous states, learn continuous values in discrete states, and generalize to states not yet seen. For
example, a simple 𝑄-learning algorithm could involve creating a lookup table where each element is a state
of an environment such as Grid World [6]. However, such an approach does not generalize to more complex
environments such as StarCraft II [35]; the practically countless number of possible states renders their storage
in an extremely inefficient table, and Deep Q-learning handles these tasks elegantly.

2.2.4. Improvements to Q-learning and Deep Q-learning
One very common problem with 𝑄-learning is sampling inefficiency and over-estimation of the 𝑄-values.
There are several methods to address these problems. Here, we will discuss experience replay, double 𝑄-
learning, and actor-critic architectures.

Experience replay [36] allows𝑄-learning agents to be more sample efficient by storing transitions or collections
of states, actions, rewards, and next states. Instead of exclusively learning from a current state, agents sample
prior experiences. This allows the agent to revisit states it has already visited and learn more to speed up
convergence of the agent’s current policy. Popular and powerful extensions to experience replay for improving
sample efficiency include prioritized experience replay (PER) [37] and hindsight experience replay (HER) [38].

Double Deep𝑄-Learning (DDQN) [39] is another technique to aid in the stability of training. A second model,
which is a copy of the original network, is offline (frozen) for a set number of training iterations. The target𝑄-
values are then sampled from the target network and used to compute the 𝑄-values for the online (unfrozen)
network. One issue with DDQN is the tendency of the online model to move too aggressively towards optimal
performance and negatively impact the stability of training. To address this, a soft update, known commonly
as Polyak Updating [40], is performed on the target network using the weights of the online model multiplied
by a small value. This form of weight regularization allows the target model to slowly improve over time and
prevents harsh updates to the learning.

An actor-critic RL architecture consists of an actor that acts out the current policy and estimates the current
value policy and a critic that evaluates the current policy and estimates the policy gradient using a TD evalua-
tion [41]. The system also encompasses a supervisor that controls the balance between exploration (performed
by the actor) and exploitation (performed by the critic).
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3. REINFORCEMENT LEARNING WITH FUZZY SYSTEMS
RL in the context of fuzzy logicwas introduced in [24] and based on theMamdani framework. It was successfully
used in the CartPole problem. RL TSK fuzzy systems have been developed for various applications [28,42].

3.1. Reinforcement learning TSK fuzzy system
As learned behaviors in complex systems are often the result of intricate optimization processes, explainable RL
constitutes a challenging problem. However, the interpretability of fuzzy systems indicates the potential value
of a method of TSK fuzzy system optimization inspired by traditional 𝑄-learning. In other words, a system
in which one approximates the 𝑄 function with a TSK fuzzy system [28] stands to offer some unique benefits.
This approach was successfully employed in applications such as a simulation in a simple discrete grid-world
environment or in continuous environments such as CartPole or Lunar Lander [28].

The idea in the setting of a TSK-based 𝑄-learning is to set the 𝑄 function to be approximated by a TSK fuzzy
system, i.e.,

𝑄(𝑠, 𝑎) = 𝑇𝑆𝐾 (𝑠, 𝑎).

TD 𝑄-learning equation is given by

𝑄(𝑠, 𝑎) = 𝑄(𝑠, 𝑎) + 𝛼(𝑅(𝑠′) + 𝛾𝑄(𝑠′, 𝑎) −𝑄(𝑠, 𝑎))

When updating the parameters of a system in RL we can use the general equation

𝑤𝑖 = 𝑤𝑖 + 𝛼(𝑅(𝑠′) + 𝛾𝑄(𝑠′, 𝑎) −𝑄(𝑠, 𝑎)) 𝜕𝑄
𝜕𝑤𝑖

with 𝑤𝑖 , 𝑖 = 1, ..., 𝑛 being parameters of the system. As a result, we can update the parameters of the fuzzy
system using this approach in the context of a TSK fuzzy system as

𝑤𝑖 = 𝑤𝑖 + 𝛼(𝑅(𝑠′) + 𝛾𝑇𝑆𝐾 (𝑠′, 𝑎) − 𝑇𝑆𝐾 (𝑠, 𝑎)) 𝜕𝑇𝑆𝐾 (𝑠, 𝑎)
𝜕𝑤𝑖

.

Here, 𝑤𝑖 are the parameters of the fuzzy system. Just as in the case of RL, one may wish to mitigate instability
via techniques such as experience replay and the usage of an actor-critic environment.

To give a theoretical foundation to our proposed algorithm, we include here an initial discussion on conver-
gence. First, we observe that theQ-learning algorithm is known to be convergent [43,44] under standard assump-
tions on the given Markov Decision Process (MDP). Additionally, NNs with various membership functions
are known to be universal approximators [45,46]. Combining the above results and the conclusions in [47,48], we
can approximate the Q function by the output of the NN, which leads to the convergence of Deep Q-learning
models. It is known that TSK fuzzy systems are universal approximators [49,50], i.e., they have similar approx-
imation properties to those of NNs. Together, the ideas above allow the conclusion that replacing the NN
in a DQN architecture with a TSK fuzzy system will retain the same properties as DQNs. In summary, the
TSK fuzzy system is an approximator of the Q function. Therefore, the Q-learning algorithm with TSK fuzzy
systems is convergent. The above theoretical motivation warrants a deeper investigation of the approximation
properties of RL TSK fuzzy systems as a topic for future research.

3.2. Case study: Reinforcement learning TSK system for Asteroid Smasher
3.2.1. Problem description
To test the algorithm, we created optimized TSK fuzzy systems through RL to play a variant of the game
Asteroids calledAsteroid Smasher (see Figure 1). Developed by theUniversity of Cincinnati for the Explainable
Fuzzy AI Challenge (XFC 2022), the game environment incorporates additional complexities to increase both
the difficulty and value of explainable automation. These include the addition of multiple agents, screen-wrap
for ships and hazards, and unique scenarios to test edge cases.
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Figure 1. Example of the Asteroid Smasher environment.

Figure 2. Simplified overview of the fuzzy inference system’s threat inputs and behavioral output.

While the primary metric for performance concerned the total number of asteroids destroyed, other metrics
included accuracy, number of lives lost, and execution speed. More importantly, the explainability of the
system proved crucial as the motivating factor for the test case. In pursuit of balancing AI explainability with
performance, TSK systems lending themselves to visualization and descriptions through natural language were
developed and optimized via the described learning algorithm.

3.2.2. System description
We created a base model comprised of fuzzy systems to serve as a foundation for optimization.

To balance score and execution time, each ship tracks distances and angles to immediate threats and potential
targets. These values take into account considerations such as screen wrap and object size. More importantly,
they serve as inputs to fuzzy systems that determine shooting, turning, and thrust behavior. A general overview
of this process is shown in Figure 2.

3.2.3. Learning algorithm
The employed algorithm for optimization approximates gradient descent by iteratively running scenarios and
altering TSK outputs to more closely resemble the best performer. This requires establishing a performant
objective function and additional hyperparameter tuning; the range of possible TSK output values, number
of iterations, and learning rate all vary based on configuration. However, the theoretical upside is a more
systematic approach to optimal performance when compared to approaches such as genetic algorithms. The
approach used for this project is described in Algorithm 1.

http://dx.doi.org/10.20517/ces.2023.11


Zander et al. Complex Eng Syst 2023;3:9 I http://dx.doi.org/10.20517/ces.2023.11 Page 7 of 16

Algorithm 1 Asteroid Smasher Iterative Learning

1: Initialize FIS
2: Set learning rate 𝛼
3: for each epoch do
4: Create/choose a scenario
5: Test scenario with the current FIS and save score in the interval [0, 1]
6: for i in range(k) do
7: Create a alteration vector h with adjustments to each TSK output parameter
8: Create a new fuzzy system by adding h to the baseline’s parameters
9: Test scenario with altered fuzzy system and save score in the interval [0, 1]
10: end for
11: Calculate maximum score difference 𝑠 = 𝑏𝑒𝑠𝑡 − 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
12: Create the new current FIS with 𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝐹𝐼𝑆 = 𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝐹𝐼𝑆 + (𝛼 ∗ 𝑠 ∗ ℎ)
13: end for

In other words, we created a number of slightly modified fuzzy systems per scenario and borrowed slightly
from the alterations made to the best performer. The degree to which the modification is added to the baseline
is a product of the alteration, the given learning rate, and the difference between the maximum score and
baseline. Some stability was gained by adding the last condition; scores that were only slightly better appeared
to warrant proportionally smaller adjustments.

Scenario creation constitutes an important component of this process. For some problems, this may be trivial,
but othersmay require consideration of the problem, goal, and available resources. To train for the competition,
highly difficult and random scenarios with a very large number of asteroids were generated in lieu of a battery
of scenarios for reasons primarily related to ease of implementation.

3.2.4. Experimental results
Applying the discussed iterative learning method resulted in a story of minor but noticeable performance
increase across key competition metrics such as score, win rate in difficult scenarios, and number of successful
hits on asteroids.

Performance comparisons of the base model, the product of optimization, and a model where TSK outputs
were randomly initialized are shown in Figure 3 and Figure 4. It is important to note that, in this application,
a manually tuned agent served as the starting point of optimization rather than the randomly initialized one.

Even a sizable rolling average across epochs still illustrates notable instability. Part of this is likely attributable to
the randomness innate to the extreme training scenarios. However, testing methods similar to those described
previously for increasing the stability of RL may constitute a key area of further research.

3.2.5. Explainability
An advantage of the FIS is its ability to encapsulate complex behavior in an interface that deals in partial
truths and natural language; functions and interactions that would prove difficult to interpret otherwise are
meaningfully organized in comprehensible fuzzy sets and rules. More fundamentally, dealing with partial
truths can prove more familiar and intuitive than crisp logic to a human expert.

In this case, the developed systems are comprised of a natural language rule set and associated fuzzy sets that
lend themselves to visualization. Figure 5 illustrates this with plots of antecedent fuzzy sets and 0𝑡ℎ order
outputs describing varying levels of ship thrust. Included is the associated rule set in which the relationships
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Figure 3. Comparisons of average game score and number of victories in challenging scenarios for the manually tuned model (base), the
product of reinforcement learning (RL), and randomly initialized models (random).

Figure 4. Rolling averages of several performance metrics throughout training.

between inputs and outputs are encoded in natural language. Similar systems were employed to determine the
relative value of asteroids as targets and dictating turning and shooting behaviors.

As previously discussed, the explainability of the FIS in applications such as control systems is already well
established. Rather than further clarifying this, the described algorithm andAsteroid Smasher example instead
serve to delineate and test an alternative tomore commonly employedmethods for the optimization of existing
FIS-based architectures. Successful application here offers experimental evidence to join the relatively scarce
literature on developing fuzzy systems with RL as opposed to historically prevalent approaches such as genetic
algorithms.

3.3. Case study: reinforcement learning ANFIS for classic control environments
3.3.1. Introduction to ANFIS
The intersection of fuzzy logic andRL stands to offermore than an alternativemethod of post-hoc optimization
for the former: notoriously opaque NN architectures also stand to benefit from integration with explainable
fuzzy systems. In other words, neuro-fuzzy systems offer a means for taking advantage of the strengths of arti-
ficial NNs while peering a little further into the black-box models that find widespread use in RL applications
and elsewhere.

To bolster experimental results in this domain, we tested an ANFIS [30] (Figure 6) onOpenAI’s classical control
environment CartPole [51]. An example of the environment is shown in Figure 7. The ANFIS extends the TSK
system by allowing the parameters of the fuzzy rules to be learned via gradient descent optimization rather
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if thrust-dir is reverse and abs-vel-angle is forward and speed is fast then thrust is fast-reverse
if thrust-dir is reverse and abs-vel-angle is forward and speed is slow then thrust is reverse
if thrust-dir is reverse and abs-vel-angle is behind and speed is slow then thrust is slow-reverse
if thrust-dir is reverse and abs-vel-angle is behind and speed is fast then thrust is stop

if thrust-dir is forward and abs-vel-angle is forward and speed is fast then thrust is stop
if thrust-dir is forward and abs-vel-angle is forward and speed is slow then thrust is slow-forward
if thrust-dir is forward and abs-vel-angle is behind and speed is slow then thrust is forward
if thrust-dir is forward and abs-vel-angle is behind and speed is fast then thrust is fast-forward

Figure 5. Antecedent fuzzy sets, optimized TSK consequents, and associated rules for determining ship thrust.

Figure 6. Example ANFIS Structure [53] with 2 antecedents and 1 consequent.

than using fixed constants for the parameters of the antecedents and the consequences. Towards this end, the
ANFIS is combinedwith aNN to learn representations from the inputs, which are then fuzzified by the network.
Outputs of the ANFIS layers are calculated by multiplying the fuzzified output of the NN by antecedents of
rules. Then, the antecedents are multiplied by learnable parameters and summed to form the consequences.
In the case of multiple-consequent models where the output dimension is more than a single value, we used
a modified ANFIS structure: the Multioutput Adaptive Neuro-Fuzzy Inference System (MANFIS) [52]. This
method creates a separate rule base for each output dimension but follows the defuzzification process as a
typical ANFIS. This process is shown in Figure 8.

A NN of abstract shape is used and can be configured as desired. After passing the input through the NN, the
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(a) Example of starting position.
(b) Example of state that would terminate the
episode.

Figure 7. Snapshots of states for the CartPole [51] environment.

Figure 8. Flowchart for ANFIS model. NN output undergoes fuzzy rule evaluation and normalization. Separately, network output is trans-
formed according to learned 1𝑠𝑡 order parameters and multiplied by the normalized rule outputs. These values are summed and given as
output.

output is expanded in dimensions to match the number of rules. This is then passed through the fuzzy rules to
calculate their firing levels prior to normalization along each output dimension. Then, in the case of a 1𝑠𝑡 order
ANFIS, the input is multiplied by a parameter, and a bias is added. If the 0𝑡ℎ order ANFIS is used, the input
is passed along to the next layer. Next, the normalized firing levels are multiplied by the inputs to form the
rule evaluation. Finally, the output is summed along each rule base to form the final output with the correct
dimension.

3.3.2. CartPole-v1
The CartPole-v1 environment has four variables for the input: the position of the cart, the velocity of the cart,
the angle of the pole, and the angular velocity of the pole. The expected output has two actions: move left and
move right. The job of the models is to learn and maximize the𝑄-values for each state to achieve a maximum
possible reward of 500, where, in each frame, the agent gets a reward of 1 if the cart and pole are within the
min and max values for each respective field. A reward of 500 means that during 500 frames, the agent is able
to balance the pole. To perform an action in the environment, we take the action with the maximum 𝑄-value.
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Figure 9. Comparisons between ANFIS DQN and DQN.

3.3.3. ANFIS DQN vs DQN
We compare the ANFIS DQN architecture proposed above with a standard DQN architecture. Both models
are equipped with a Double DQN structure with soft updates and have a similar number of trainable param-
eters; 17,410 for the DQN and 17,407 for the ANFIS DQN. Both models are also equipped with the same
optimization method, learning rate, etc., and trained for 100,000 iterations. The appendix contains parameters
and hyperparameters.

3.3.4. Experimental results
For testing the results of the two models, we look at the mean reward of 10 testing environments every 10,000
iterations. The goal is to have the agent hit a mean reward of 500 for all 10 test environments.

From Figure 9, we can see that both models can learn the environment. In some cases, we can see that the
ANFIS DQN model learns the environment quicker, such as in seed 9 and seed 42. While in other cases, it
seems to perform about as well as the DQN, such as in seeds 109 and 131. The most interesting case is in
seed 42, where the ANFIS DQN and DQN solve the environment in the same number of steps, but the ANFIS
DQN learns it with more stability while not falling off after learning and continues to have a solution after
60,000 iterations. This trend also appears in seed 9, where after 70,000 iterations, the ANFIS DQN has a stable
solution. From these tests, we can see that the ANFIS DQN is able to match, if not slightly outperform, the
DQN agent.

3.3.5. Explainability
As suggested, a primary advantage of this approach over non-fuzzy DQN concerns the capacity for explain-
ability; one may visualize the fuzzy rule components before and after training to help in understanding the
changes made during optimization and the resulting behavior.

To illustrate this, an example concerning the approximation of a mathematical function is shown in Figure 10.
In this case, Gaussian functions corresponding to fuzzy rules expand and contract following gradient descent
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(a) Rule base before training (b) Rule base after training
(c)Results of function approxima-
tion

Figure 10. Comparison of rules for approximating a function before and after optimization. The straight line represents a rule that becomes
insignificant after training.

to afford a close estimate of the function. Notably, one Gaussian function depicted by the straight line in
Figure 10b becomes insignificant after training. Not only does this indicate potential robustness to network
overparameterization, but the ability to visualize the components of the system in this way also highlights a
propensity for troubleshooting architectural design and training.

The CartPole example represents a jump in complexity that corresponds with increased challenges to helpful
visualization; the 32 rules for movement in either direction stand to benefit from a more directed form of
presentation. However, the same principles of visual feedback for training and resulting behavior apply. Both
before and after training, onemay observe the rule base of the ANFIS DQN and extract important information
about the decisions of the agent.

We can see how some of the behaviors are shaped by analyzing the distribution and coverage of antecedents in
Figure 11. In the current visualization, it may be hard to explain all aspects of interaction, but we can investigate
some possible behaviors. The blue curves indicate the rules for moving the cart to the left, and the red curves
describe movement to the right. The domain is the domain for input space from CartPole. Each input that
is passed into the rules comes from the output of a NN. The blue curves are related to moving the cart to the
left, and the red curves for moving the cart to the right. While we cannot see exactly what inputs the rules are
related to, we can see some trends that indicate what each rule may be impacting. In the beginning, both sets
of colored curves are fairly uniform around the origin. After training, we can see that they have spread out
to cover more domains, and some curves are wider. Some interesting things to note are there are two inputs
in the observation space for cart velocity and pole angle. Negative values are associated with the pole and the
cart moving to the left. We can see how some of the blue curves moved further to the left, and the red curves
moved further to the right. This is because the intelligent action of moving the cart the opposite way the pole
is moving can help correct the position of the pole. These small insights can give us some explanation as to
what the network is doing when making decisions. With a better visualization, we could see what each rule is
specifically looking at in the input related to the output.

It should be noted that there is also much unique potential for experimentation with novel explainability mech-
anisms. Further research of ANFIS DQN in this vein could support efforts in quantifying changes to rules
after training, identifying rules that become insignificant, highlighting substantial activations for any one state,
and exploring aggregations that describe overall trends in behavior. While similar ideas have certainly been
explored to aid the interpretability of traditional NNs, the capacity for visualization offered by FIS-based ar-
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(a) Rule base before training (b) Rule base after training

Figure 11. Comparison of rule antecedent distributions for moving left (blue) and right (red) in the CartPole environment. Input consists of
encoded cart position, cart velocity, pole angle, and pole angular velocity.

chitectures represents a significant opportunity due to the reasons discussed and the relative lack of existing
literature in this domain specifically.

4. CONCLUSION
In the present paper, we study fuzzy systems controlled via RL andmultiple applications of this framework. The
first environment considered is the Asteroid Smasher game in which the associated agent made use of fuzzy
systems trained via an actor-critic RL algorithm. This agent won XFC 2022, an Explainable AI competition
emphasizing fuzzy logic. We also compared ANFIS DQN architectures with classic DQN architectures and
demonstrated that the fuzzy systems perform similarly or, in some cases, better than DQN systems. More
significantly, we highlighted the amenability of TSK-based architectures to explainability and visualization
when compared to more traditional NNs.

Grounds for further research include an exploration of possible improvements to the stability of the RL al-
gorithm used to tackle the Asteroid Smasher environment. With respect to ANFIS architectures, additional
exploration of applications, network architectures, membership functions, and unique explainability mecha-
nisms could also prove valuable for both performance and explainability. In both cases, there are extensions
such as improved experience replay, dueling DQN, and distributional learning that could afford improved
results.

The most significant takeaway concerns the relatively underinvestigated and mutually beneficial relationship
between RL and fuzzy logic. Despite trends in the former and the value that each stands to offer the other,
alternative methods are more commonly employed to optimize fuzzy systems. Moreover, promising neuro-
fuzzy frameworks face relative obscurity in light of the steadfast need for trust and interpretability in domains
where NNs are pervasive. Consequently, additional experimentation serves to afford value when building
performant and explainable applications.
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APPENDIX: ANFIS AND DQN HYPERPARAMETERS
Most hyperparameters were taken from previous work/recommended defaults of libraries

1. DQN Structure
• 2 linear layers with 128 nodes and ReLU activation functions

2. ANFIS Structure
• 2 linear layers with 128, 127 nodes, respectively, and ReLU activation functions
• 16 rules, with the mean of the Gaussian membership function sampled from the Normal distribution
and scaled by 2 to increase rule-base coverage, and the standard deviations sampled from the uniform
distribution

• Learnable parameters/biases for summation sampled from the Normal distribution and scaled by 2
3. Optimizer: ADAM
4. Learning rate: .001
5. Gamma discount factor: 0.99
6. Max replay memory size: 10,000
7. Batch Size: 128
8. Begin training after: 1,000 iterations
9. Epsilon start: 1.0
10. Epsilon end: .01
11. Epsilon decay: After 20,000 iterations in a linear fashion
12. Gradient clipping norm: 10
13. Target network update iterations: 100
14. Tau soft update parameter: .001
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Abstract
As under-constrained systems, four-wheel-independent-drive (4WID) electric vehicles have more driving degrees of
freedom. In this context, reasonable control and distribution of driving or braking torque to each wheel is extremely
important from the vehicle safety perspective. However, it is difficult to provide the optimal wheel torque because of
the time-varying characteristics and typical over-actuated nature of the system. In light of these challenges, a novel
hierarchical control scheme comprising a top- and bottom-level controller is proposed herein. First, for the top-level
controller, a time-varying model-predictive-control (TV-MPC) controller is designed based on an extended 3-degree-
of-freedom (3-DOF) reference vehicle model. The total driving force and additional yaw moment can be obtained
using the TV-MPC. Second, for the bottom-level controller, the torque expression of each wheel is determined using
the equal-adhesion-rate-rule -based algorithm. The co-simulation results obtained herein indicate that the proposed
control scheme can effectively improve vehicle safety.

Keywords: Safety, four-wheel-independent-drive electric vehicle, time-varying model-predictive-control, equal ad-
hesion allocation
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1. INTRODUCTION
Worldwide, energy crises and environmental pollution are the fundamental reasons driving the development of
electric vehicles (EVs) [1,2]. For any type of vehicle, vehicle handling stability, which determines driving safety,
is a significant performance measure. Among various types of EVs, four-wheel independent drive (4WID)
EVs come with four in-wheel motors that can simultaneously reduce energy consumption and increase vehicle
stability [3,4]. Given that the use of independent in-wheel motors facilitates independent installation of drive
systems, this approach allows each wheel to regulate its driving force, which provides more possibilities to
enhance vehicle performance in terms of maneuverability and stability [5,6]. However, because of the time-
varying nonlinear characteristics of vehicles, 4WID EV stability and effective torque distribution algorithms
remain suboptimal.

The greatest advantage of 4WID vehicles is that the four hubmotors can be controlled independently, meaning
that the motors can work in their respective high efficient range and optimal attachment range to the extent
possible. Given that vehicle stability is essential for traffic safety, many scholars have focused on the key issues
related to vehicle stability. In this context, the understeer coefficient in quasi-steady-state maneuvers has been
studied extensively, with a focus on typical lateral dynamics controls, such as active front steering and yaw
moment control [7–9]. Lenzo et al. derived a relationship between the understeer coefficient and yaw moment,
and they obtained an apparently surprising result at low speeds: the rear-wheel-drive (RWD) architecture
provided the highest level of understeer, and the yaw moment due to the longitudinal forces of the front tires
was significant under high lateral accelerations and steering angles [10]. Analogously, the concept of relaxed
static stability (RSS) was proposed and utilized to guide the configuration of the 4WID configuration and
to design the overall 4WID vehicle structure with the aim of improving vehicle stability” without affecting
the intended meaning [11]. In Ref. [12], the influences of the electric motor’s output power limit, road friction
coefficient, and torque response of each wheel on stability control were elucidated. Chen et al. used a double-
layer control algorithm to determine the desired yaw moment and longitudinal forces of four tires with the
aim of improving vehicle stability [13]. The authors of [14] added a layer to the aforementioned algorithm [13]

to judge whether a vehicle is in a stable state by implementing the phase plane method before the two layers.
For stability control of 4WID vehicles, sliding mode control and its improved version are the most commonly
used methods [15,16]. An integral sliding mode control (ISMC) approach was proposed for 4WID vehicles to
generate differential drive force to assist the steering process in the absence of adequate lateral tire force [17].
However, sliding mode control tends to oscillate near the sliding surface. Peng et al. proposed a 7-degree-of-
freedom (DoF) model-predictive control (MPC) method to improve vehicle stability [18]. However, in their
case, discrete MPC linearization was slightly rough, which may lead to inaccurate results.

Although a few researchers have drawn attention toward this knowledge, the problems of ensuring vehicle
stability and torque allocation still cannot be solved quickly and accurately for the following reasons: (1) 4WID
EVs are highly nonlinear and time-varying system, and the use of simple processes will reduce the system
accuracy; (2)The four in-wheel motors are not decoupled and need to be coordinated simultaneously; and (3)
Unpredictability of the iteration steps in the traditional optimization algorithm may lead to a scenario where
the torques applied to the four tires do not reach the respective optimal values in real time. In Ref. [16], the
minimum total adhesion rate algorithm was used to allocate torque to each wheel. However, this method may
lead to local optimization or large differences in the adhesion rates of different tires. For this reason, we propose
a hierarchical control algorithm that includes a nonlinear-MPC-based upper algorithm for obtaining the total
longitudinal force and direct yaw moment, and an equal-adhesion-rate-rule-based lower torque allocation
algorithm. Themain contributions of this study are as follows: (1) an extended 3-DOF reference vehicle model
is built that can be integrated with the traditional 2-DOF reference vehicle model; (2) Exact expressions are
derived for the first-order derivatives of TV-MPC; and (3) A torque allocation algorithm based on the equal
adhesion rate rule of the bottom-level controller is proposed to ensure full utilization of the adhesion rate. The
structure of the hierarchical control algorithm proposed herein is illustrated in Figure 1.
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Figure 1. Structure of hierarchical control algorithm proposed herein.

The remainder of this paper is organized as follows. In Section 2, three models related to the vehicle are built.
In Section 3, a time-varying MPC controller is designed. In Section 4 the equal-adhesion-rate-rule-based
torque allocation algorithm is elaborated. In Section 5, the proposed method is demonstrated by conducting
a Carsim–Simulink co-simulation. Finally, our concluding remarks are presented in Section 6.

2. VEHICLE MODEL
By considering the nonlinear and time-varying dynamic characteristics of 4WID EVs and the related control
problems, an extended 3-DOF reference vehicle model and a nonlinear 7-DOF vehicle model are established
in this section. In addition, a magic formula (MF) tire model is developed.

2.1. 3-DOF reference vehicle model
In this study, a single-track vehicle model is used as the 3-DOF reference vehicle model. According to [19], the
actual and desired longitudinal accelerations of the vehicle satisfy the following first-order relationship:

𝑎 =
𝐾

1 + 𝜏𝑠 𝑎𝑑𝑒𝑠 (1)

where 𝑎 and 𝑎𝑑𝑒𝑠 represent the actual and desired longitudinal accelerations of the vehicle, respectively; 𝐾 = 1
is the system gain; and 𝜏 is the time constant that ranges from 0.2 to 0.5. Therefore, the relationship between
the actual and desired longitudinal velocities can be expressed as

𝑣𝑋 =
𝑣𝑋,𝑑𝑒𝑠
1 + 𝜏𝑠 (2)

Here, 𝑣𝑋,𝑑𝑒𝑠 can be calculated as follows:

¤𝑣𝑋,𝑑𝑒𝑠 =
𝐹𝑋 𝑓 + 𝐹𝑋 𝑓 − 𝐹𝑡𝑜𝑡𝑎𝑙

𝑚
(3)
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Figure 2. 7-DOF nonlinear vehicle dynamic model.

where 𝑚 denotes the vehicle mass; 𝐹𝑋 𝑓 and 𝐹𝑋 𝑓 denote the longitudinal front and rear tire forces, respectively;
𝐹𝑡𝑜𝑡𝑎𝑙 is the total resistance force; and 𝑣𝑋,𝑑𝑒𝑠 and 𝑣𝑋,𝑑𝑒𝑠 denote the actual and desired longitudinal vehicle
velocities, respectively. Combined with the traditional 2-DOF linear vehicle model, the transfer function of
the 3-DOF reference vehicle model can be expressed as follows:


𝑣𝑋,𝑟𝑒 𝑓 = 𝑣𝑋,𝑑𝑒𝑠/(1 + 𝜏𝑠)
𝛽𝑟𝑒 𝑓 = 𝐺𝛽,𝑑𝑒𝑠𝛿 𝑓 /(1 + 𝑇𝑠)
𝑟𝑟𝑒 𝑓 = 𝐺𝑟𝑟 ,𝑑𝑒𝑠𝛿 𝑓 /(1 + 𝑇𝑠)

(4)

where



𝐺𝛽,𝑑𝑒𝑠 =
𝐾 𝑓 𝐾𝑟 𝑙𝑟 (𝑙 𝑓 +𝑙𝑟 )+𝑚𝑣2

𝑋,𝑑𝑒𝑠𝐾 𝑓 𝑙 𝑓

𝐾 𝑓 𝐾𝑟 (𝑙 𝑓 +𝑙𝑟 )2+(𝐾 𝑓 𝑙 𝑓 −𝐾𝑟 𝑙𝑟 )𝑚𝑣2
𝑋,𝑑𝑒𝑠

𝐺𝑟,𝑑𝑒𝑠 =
𝐾 𝑓 𝐾𝑟 (𝑙 𝑓 +𝑙𝑟 )𝑣𝑋,𝑑𝑒𝑠

𝐾 𝑓 𝐾𝑟 (𝑙 𝑓 +𝑙𝑟 )2+(𝐾 𝑓 𝑙 𝑓 −𝐾𝑟 𝑙𝑟 )𝑚𝑣2
𝑋,𝑑𝑒𝑠

𝑇 =
𝑚𝑙 𝑓 𝑣𝑋,𝑑𝑒𝑠

𝐾𝑟 (𝑙 𝑓 +𝑙𝑟 ) −
[
𝑚
(
𝐾 𝑓 𝑙

2
𝑓 +𝐾𝑟 𝑙

2
𝑟

)
+𝐼𝑍 (𝐾 𝑓 +𝐾𝑟 )

]
𝑣𝑋,𝑑𝑒𝑠

𝐾 𝑓 𝐾𝑟 (𝑙 𝑓 +𝑙𝑟 )2+(𝐾 𝑓 𝑙 𝑓 −𝐾𝑟 𝑙 𝑓 )𝑚𝑣2
𝑋,𝑑𝑒𝑠

Here, 𝛿 𝑓 is the steering angle of the front wheel; 𝐼𝑍 is the yaw moment of the vehicle inertia; 𝑙 𝑓 and 𝑙𝑟 are the
distances from themass center to the front and rear axles; 𝐾 𝑓 and 𝐾𝑟 denote the front and rear wheel cornering
stiffnesses; 𝛽 and 𝑟 are the sideslip angle and yaw rate of the vehicle, respectively.

2.2. 7-DOF nonlinear vehicle model
To obtain an accurate model for MPC control in the process of predicting the vehicle state, a 7-DOF nonlinear
vehicle model, illustrated in Figure 2, is established, and it allows for free longitudinal motion, lateral motion,
yawmotion, and rotation of the fourwheels. The dynamic equilibrium equations of vehicle longitudinal, lateral,
and yaw motions can be expressed as follows:
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
𝑚 ( ¤𝑣𝑋 − 𝑟𝛽𝑣𝑋 ) =

(
𝐹𝑋 𝑓 𝑙 + 𝐹𝑋 𝑓 𝑖

)
cos 𝛿 𝑓 + 𝐹𝑋𝑟𝑙 + 𝐹𝑋𝑖𝑟 −

(
𝐹𝑌 𝑓 𝑙 + 𝐹𝑌 𝑓 𝑖

)
sin 𝛿 𝑓

𝑚( ¤𝛽 + 𝑟)𝑣𝑋 =
(
𝐹𝑋 𝑓 𝑙 + 𝐹𝑋 𝑓 𝑖

)
sin 𝛿 𝑓 +

(
𝐹𝑌 𝑓 𝑙 + 𝐹𝑌 𝑓 𝑖

)
cos 𝛿 𝑓 + 𝐹𝑌𝑟𝑙 + 𝐹𝑌𝑟𝑟

𝐼𝑍 ¤𝑟 =
(
𝐹𝑋 𝑓 𝑙 + 𝐹𝑋 𝑓 𝑓

)
𝑙 𝑓 sin 𝛿 𝑓 +

[ (
𝐹𝑋 𝑓 𝑖 − 𝐹𝑋 𝑓

)
cos 𝛿 𝑓 + (𝐹𝑋𝑖𝑟 − 𝐹𝑋𝑟𝑙)

] 𝐵𝑤

2
+
(
𝐹𝑌 𝑓 𝑙 + 𝐹𝑌 𝑓 𝑓

)
𝑙 𝑓 cos 𝛿 𝑓 +

(
𝐹𝑌 𝑓 𝑙 − 𝐹𝑌 𝑓 𝑖

) 𝐵𝑤

2 sin 𝛿 𝑓 − (𝐹𝑌𝑟𝑙 + 𝐹𝑌𝑟𝑟 ) 𝑙𝑟

(5)

In this equation, 𝑚 and 𝐼𝑍 denote the vehicle’s sprung mass and its moment of inertia around the Z axis,
respectively; 𝐵𝑤 is the vehicle’s wheelbase; 𝛿 𝑓 is the steering angle of the front axle, and it can be approximated
as 𝛿𝑙 = 𝛿𝑟 = 𝛿 𝑓 ; 𝐹𝑋𝑖 𝑗 and 𝐹𝑌𝑖 𝑗 denote longitudinal and lateral tire forces (where 𝑖 = 𝑓 or 𝑟 , 𝑗 = 𝑙 or 𝑟 ; 𝑓 𝑙 means
front left, 𝑓 𝑟 means front right, 𝑟𝑙 means rear left, and 𝑟𝑟 means rear right), respectively. The meanings of the
other parameters are given in Section 2.1.

The rotational dynamic equilibrium equation of each wheel is expressed as follows:

𝐼𝑤 ¤𝜔𝑖 𝑗 = 𝑇𝑖 𝑗 − 𝐹𝑋𝑖 𝑗𝑅𝑤 (𝑖 = 𝑓 , 𝑟 𝑗 = 𝑙, 𝑟) (6)

where 𝐼𝑤 is the moment of wheel inertia around each axis of rotation, 𝑅𝑤 is the effective radius of each wheel,
𝜔𝑖 𝑗 denotes the rotation rate of each wheel, and 𝑇𝑖 𝑗 is the driving torque 𝑇𝑑𝑖 𝑗 or braking torque 𝑇𝑏𝑖 𝑗 of each
in-wheel motor.

2.3. MF tire model
The general form of the MF tire model [20] is as follows:

𝑌 (𝑥) = 𝐷 sin{𝐶 arctan[𝐵𝑥 − 𝐸 (𝐵𝑥 − arctan(𝐵𝑥))]} (7)

where 𝑥 is either the longitudinal slip ratio 𝜆𝑖 𝑗 or lateral slip angle 𝛼𝑖 𝑗 . 𝐵, 𝐶, 𝐷, and 𝐸 denote the stiffness
factor, shape factor, peak value, and curvature factor, respectively. The tire longitudinal slip ratio of each wheel
is expressed as follows:

𝜆𝑖 𝑗 =


𝜔𝑖 𝑗𝑅−𝑣𝑋𝑖 𝑗
𝜔𝑖 𝑗𝑅𝑤

Driving Conditon
𝑣𝑋𝑖 𝑗−𝜔𝑖 𝑗𝑅

𝑣𝑋𝑖 𝑗
Braking Conditon

(𝑖 = 𝑓 , 𝑟 𝑗 = 𝑙, 𝑟) (8)

where 𝑣𝑋𝑥𝑦 denotes the longitudinal translational velocity of each wheel, which can be calculated as follows:


𝑣𝑋 𝑓 𝑖 = (𝑣𝑋 − 𝑟𝐵𝑤/2) cos 𝛿 𝑓 +

(
𝑣𝑋 𝛽 + 𝑟𝑙 𝑓

)
sin 𝛿 𝑓

𝑣𝑋 𝑓 𝑟 = (𝑣𝑋 + 𝑟𝐵𝑤/2) cos 𝛿 𝑓 +
(
𝑣𝑋 𝛽 + 𝑟𝑙 𝑓

)
sin 𝛿 𝑓

𝑣𝑋𝑟𝑙 = 𝑣𝑋 − 𝑟𝐵𝑤/2
𝑣𝑋𝑟𝑟 = 𝑣𝑋 + 𝑟𝐵𝑤/2

(9)

The tire lateral sideslip angle of each wheel can be expressed as follows:
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Table 1. MF tire model parameters 𝑎0–𝑎8 and 𝑏0–𝑏6

Parameter 𝑎0 𝑎1 𝑎2 𝑎3 𝑎4 𝑎5 𝑎6 𝑎7 𝑎8

Value 1.37 -0.0039 8.78 0.0076 5.1 -0.00016 0 0.0001 0.3
Parameter 𝑏0 𝑏1 𝑏2 𝑏3 𝑏4 𝑏5 𝑏6

Value 1.388 -0.049 99.7 2,311 8.97 0.662 -1,323

{
𝛼 𝑓 𝑙 =

𝛽𝑣𝑋+𝑟𝑙 𝑓
𝑣𝑋−𝑟𝐵𝑤/2 − 𝛿 𝑓 𝛼𝑟𝑙 =

𝛽𝑣𝑋−𝑟𝑙𝑟
𝑣𝑋−𝑟𝐵𝑤/2

𝛼 𝑓 𝑟 =
𝛽𝑣𝑋+𝑟𝑙 𝑓
𝑣𝑋+𝑟𝐵𝑤/2 − 𝛿 𝑓 𝛼𝑟𝑟 =

𝛽𝑣𝑋−𝑟𝑙𝑟
𝑣𝑋+𝑟𝐵𝑤/2

(10)

The parameters 𝐵, 𝐶, 𝐷, and 𝐸 in the longitudinal MF tire model are given as follows:

𝐶 = 𝑎0, 𝐷 = 𝜇
(
𝑎1𝐹

2
𝑍 + 𝑎2𝐹𝑍

)
, 𝐵 =

(
𝑎3𝐹

2
𝑍 + 𝑎4𝐹𝑍

)
𝑒𝜎5𝐹𝑧/(𝐶𝐷), 𝐸 = 𝑎6𝐹

2
𝑍 + 𝑎7𝐹𝑍 + 𝑎8

The parameters 𝐵, 𝐶, 𝐷, and 𝐸 in the lateral MF tire model are given as follows:

𝐶 = 𝑏0, 𝐷 = 𝜇
(
𝑏1𝐹

2
𝑍 + 𝑏2𝐹𝑍

)
, 𝐵 = 𝑏3 sin [2 arctan (𝐹𝑍/𝑏4)] /(𝐶𝐷), 𝐸 = 𝑏5𝐹𝑍 + 𝑏6

where 𝑎0–𝑎8 and 𝑏0–𝑏6 can be calibrated by conducting tire force tests, and their values are listed in Table 1.

𝐹𝑍 is the tire vertical force, and the vertical force of each tire can be expressed as follows:


𝐹𝑍 𝑓 𝑙 = 𝑚𝑤𝑔 + 𝑚𝑔𝑙𝑟/

(
𝑙 𝑓 + 𝑙𝑟

)
− 𝑚 ¤𝑣𝑋ℎ/

(
𝑙 𝑓 + 𝑙𝑟

)
− 𝑚(𝑟 + ¤𝛽)𝑣𝑋ℎ𝑙𝑟/

[
𝐵𝑤

(
𝑙 𝑓 + 𝑙𝑟

) ]
𝐹𝑍 𝑓 𝑟 = 𝑚𝑤𝑔 + 𝑚𝑔𝑙𝑟/

(
𝑙 𝑓 + 𝑙𝑟

)
− 𝑚 ¤𝑣𝑋ℎ/

(
𝑙 𝑓 + 𝑙𝑟

)
+ 𝑚(𝑟 + ¤𝛽)𝑣𝑋ℎ𝑙𝑟/

[
𝐵𝑤

(
𝑙 𝑓 + 𝑙𝑟

) ]
𝐹𝑍𝑟𝑙 = 𝑚𝑤𝑔 + 𝑚𝑔𝑙 𝑓 /

(
𝑙 𝑓 + 𝑙𝑟

)
+ 𝑚 ¤𝑣𝑋ℎ/

(
𝑙 𝑓 + 𝑙𝑟

)
− 𝑚(𝑟 + ¤𝛽)𝑣𝑋ℎ𝑙 𝑓 /

[
𝐵𝑤

(
𝑙 𝑓 + 𝑙𝑟

) ]
𝐹𝑍𝑟𝑟 = 𝑚𝑤𝑔 + 𝑚𝑔𝑙 𝑓 /

(
𝑙 𝑓 + 𝑙𝑟

)
+ 𝑚 ¤𝑣𝑋ℎ/

(
𝑙 𝑓 + 𝑙𝑟

)
+ 𝑚(𝑟 + ¤𝛽)𝑣𝑋ℎ𝑙 𝑓 /

[
𝐵𝑤

(
𝑙 𝑓 + 𝑙𝑟

) ] (11)

where 𝑚𝑤 denotes tire mass, and 𝑔 denotes gravitational acceleration. ℎ is the distance between the roll center
and sprung mass center. The longitudinal and lateral tire forces are limited in the adhesion ellipse. Therefore,
the tire force calculated using the MF model can be modified using the following expressions:


𝐹𝑋 = |𝜎𝑋 |

𝜎 𝑌 (𝜆) 𝐹𝑌 = |𝜎𝑌 |
𝜎 𝑌 (𝛼)

𝐾𝑋 = 𝜕𝐹𝑋
𝜕𝜆 𝐾𝑌 = 𝜕𝐹𝑌

𝜕𝛼

𝜎𝑋 = 𝜆
1+𝜆 𝜎𝑌 = tan𝛼

1+𝜆 𝜎 =
√
𝜎2
𝑋 + 𝜎2

𝑌

(12)

3. TIME-VARYING MPC
Model accuracy is the basis and key advantage of the MPC control method. To reflect the accuracy of the
vehicle model to the extent possible, we utilize the nonlinear 7-DOF vehicle model developed in Section 2 as
the basis of our MPC control strategy.

The longitudinal speed, sideslip angle, and yaw rate of the vehicle are set as the state variables of the pre-
dictive state space equation, which is expressed as 𝑥 = [𝑣𝑋 , 𝛽, 𝑟]𝑇 . The longitudinal total force and the yaw
moment due to differences between the longitudinal forces of the four tires are set as the control variables:
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𝑢 = [𝐹𝑋 ,Δ𝑀𝑍 ]𝑇 . The output variables of this system are the same as the state variables, that is, 𝑦 = [𝑣𝑋 , 𝛽, 𝑟]𝑇 .
The two control variables can be expressed approximately in terms of the longitudinal force of each tire, as
follows:

{
𝐹𝑋 = 𝐹𝑋 𝑓 𝑙 + 𝐹𝑋 𝑓 𝑟 + 𝐹𝑋𝑟𝑙 + 𝐹𝑋𝑟𝑟
Δ𝑀𝑍 =

(
𝐹𝑋 𝑓 𝑟 − 𝐹𝑋 𝑓 𝑙 + 𝐹𝑋𝑟𝑟 − 𝐹𝑋𝑟𝑙

)
𝐵𝑤/2

(13)

According to Eq. (5), the state-space representation of this control system is as follows:

¤𝑥 = 𝑓 (𝑥, 𝑢) (14)

To reduce computational cost, the system state-space equation is linearized as follows:

{
¤𝑥 = 𝐴𝑥 + 𝐵𝑢
𝑦 = 𝐶𝑥

(15)

where 𝐴 = 𝜕 𝑓 (𝑥,𝑢)
𝜕𝑥 =

[
𝜕 𝑓
𝜕𝑣𝑋

𝜕 𝑓
𝜕𝛽

𝜕 𝑓
𝜕𝑟

]
, 𝐵 = 𝜕 𝑓 (𝑥,𝑢)

𝜕𝑢 =

[
1/𝑚 0 0

0 0 1/𝐼𝑧

]𝑇
, 𝐶 = diag(1, 1, 1)

𝜕 𝑓

𝜕𝑣𝑋
=



𝑟𝛽 + 1
𝑚

[(
𝜕𝐹𝑋 𝑓 𝑙

𝜕𝑣𝑋
+ 𝜕𝐹𝑋 𝑓 𝑟

𝜕𝑣𝑋

)
cos 𝛿 𝑓 + 𝜕𝐹𝑋𝑟𝑙

𝜕𝑣𝑋
+ 𝜕𝐹𝑋𝑟𝑟

𝜕𝑣𝑋
−
(
𝜕𝐹𝑌 𝑓 𝑙

𝜕𝑣𝑋
+ 𝜕𝐹𝑌 𝑓 𝑟

𝜕𝑣𝑋

)
sin 𝛿 𝑓

]
;

1
𝑚𝑣𝑋

[(
𝜕𝐹𝑋 𝑓 𝑙

𝜕𝑣𝑋
+ 𝜕𝐹𝑋 𝑓 𝑟

𝜕𝑣𝑋

)
sin 𝛿 𝑓 +

(
𝜕𝐹𝑌 𝑓 𝑙

𝜕𝑣𝑋
+ 𝜕𝐹𝑌 𝑓 𝑟

𝜕𝑣𝑋

)
cos 𝛿 𝑓 + 𝜕𝐹𝑌𝑟𝑙

𝜕𝑣𝑋
+ 𝜕𝐹𝑌𝑟𝑟

𝜕𝑣𝑋

]
− 1
𝑚𝑣2

𝑋

[ (
𝐹𝑋 𝑓 𝑙 + 𝐹𝑋 𝑓 𝑟

)
sin 𝛿 𝑓 +

(
𝐹𝑌 𝑓 𝑙 + 𝐹𝑌 𝑓 𝑟

)
cos 𝛿 𝑓 + 𝐹𝑌𝑟𝑙 + 𝐹𝑌𝑟𝑟

]
;

1
𝐼𝑍

[(
𝜕𝐹𝑋 𝑓 𝑙

𝜕𝑣𝑋
+ 𝜕𝐹𝑋 𝑓 𝑟

𝜕𝑣𝑋

)
𝑙 𝑓 sin 𝛿 𝑓 +

[(
𝜕𝐹𝑋 𝑓 𝑟

𝜕𝑣𝑋
− 𝜕𝐹𝑋 𝑓 𝑙

𝜕𝑣𝑋

)
cos 𝛿 𝑓 +

(
𝜕𝐹𝑋𝑟𝑟
𝜕𝑣𝑋

− 𝜕𝐹𝑋𝑟𝑙
𝜕𝑣𝑋

)]
𝐵𝑤

2

]
+ 1
𝐼𝑍

[(
𝜕𝐹𝑌 𝑓 𝑙

𝜕𝑣𝑋
+ 𝜕𝐹𝑌 𝑓 𝑟

𝜕𝑣𝑋

)
𝑙 𝑓 cos 𝛿 𝑓 +

(
𝜕𝐹𝑌 𝑓 𝑙

𝜕𝑣𝑋
− 𝜕𝐹𝑌 𝑓 𝑟

𝜕𝑣𝑋

)
𝐵𝑤

2 sin 𝛿 𝑓 −
(
𝜕𝐹𝑌𝑟𝑙
𝜕𝑣𝑋

+ 𝜕𝐹𝑌𝑟𝑟
𝜕𝑣𝑋

)
𝑙𝑟

]


(16a)

𝜕 𝑓

𝜕𝛽
=



𝑟𝑣𝑋 + 1
𝑚

[(
𝜕𝐹𝑋 𝑓 𝑙

𝜕𝛽 + 𝜕𝐹𝑋 𝑓 𝑟

𝜕𝛽

)
cos 𝛿 𝑓 + 𝜕𝐹𝑋𝑟𝑙

𝜕𝛽 + 𝜕𝐹𝑋𝑟𝑟
𝜕𝛽 −

(
𝜕𝐹𝑌 𝑓 𝑙

𝜕𝛽 + 𝜕𝐹𝑌 𝑓 𝑟

𝜕𝛽

)
sin 𝛿 𝑓

]
;

1
𝑚𝑣𝑋

[(
𝜕𝐹𝑋 𝑓 𝑙

𝜕𝛽 + 𝜕𝐹𝑋 𝑓 𝑟

𝜕𝛽

)
sin 𝛿 𝑓 +

(
𝜕𝐹𝑌 𝑓 𝑙

𝜕𝛽 + 𝜕𝐹𝑌 𝑓 𝑟

𝜕𝛽

)
cos 𝛿 𝑓 + 𝜕𝐹𝑌𝑟𝑙

𝜕𝛽 + 𝜕𝐹𝑌𝑟𝑟
𝜕𝛽

]
;

1
𝐼𝑧

[(
𝜕𝐹𝑋 𝑓 𝑙

𝜕𝛽 + 𝜕𝐹𝑋 𝑓 𝑟

𝜕𝛽

)
𝑙 𝑓 sin 𝛿 𝑓 +

[(
𝜕𝐹𝑋 𝑓 𝑟

𝜕𝛽 − 𝜕𝐹𝑋 𝑓 𝑙

𝜕𝛽

)
cos 𝛿 𝑓 +

(
𝜕𝐹𝑋𝑟𝑟
𝜕𝛽 − 𝜕𝐹𝑋𝑟𝑙

𝜕𝛽

)]
𝐵𝑤

2

]
+ 1
𝐼𝑧

[(
𝜕𝐹𝑌 𝑓 𝑙

𝜕𝛽 + 𝜕𝐹𝑌 𝑓 𝑟

𝜕𝛽

)
𝑙 𝑓 cos 𝛿 𝑓 +

(
𝜕𝐹𝑌 𝑓 𝑙

𝜕𝛽 − 𝜕𝐹𝑌 𝑓 𝑟

𝜕𝛽

)
𝐵𝑤

2 sin 𝛿 𝑓 −
(
𝜕𝐹𝑌𝑟𝑙
𝜕𝛽 + 𝜕𝐹𝑌𝑟𝑟

𝜕𝛽

)
𝑙𝑟

]


𝜕 𝑓

𝜕𝑟
=



𝛽𝑣𝑋 + 1
𝑚

[(
𝜕𝐹𝑋 𝑓 𝑙

𝜕𝑟 + 𝜕𝐹𝑋 𝑓 𝑟

𝜕𝑟

)
cos 𝛿 𝑓 + 𝜕𝐹𝑋𝑟𝑙

𝜕𝑟 + 𝜕𝐹𝑋𝑟𝑟
𝜕𝑟 −

(
𝜕𝐹𝑌 𝑓 𝑙

𝜕𝑟 + 𝜕𝐹𝑌 𝑓 𝑟

𝜕𝑟

)
sin 𝛿 𝑓

]
;

−1 + 1
𝑚𝑣𝑋

[(
𝜕𝐹𝑋 𝑓 𝑙

𝜕𝑟 + 𝜕𝐹𝑋 𝑓 𝑟

𝜕𝑟

)
sin 𝛿 𝑓 +

(
𝜕𝐹𝑌 𝑓 𝑙

𝜕𝑟 + 𝜕𝐹𝑌 𝑓 𝑟

𝜕𝑟

)
cos 𝛿 𝑓 + 𝜕𝐹𝑌𝑟𝑙

𝜕𝑟 + 𝜕𝐹𝑌𝑟𝑟
𝜕𝑟

]
;

1
𝐼𝑧

[(
𝜕𝐹𝑋 𝑓 𝑙

𝜕𝑟 + 𝜕𝐹𝑋 𝑓 𝑟

𝜕𝑟

)
𝑙 𝑓 sin 𝛿 𝑓 +

[(
𝜕𝐹𝑋 𝑓 𝑟

𝜕𝑟 − 𝜕𝐹𝑋 𝑓 𝑙

𝜕𝑟

)
cos 𝛿 𝑓 +

(
𝜕𝐹𝑋𝑟𝑟
𝜕𝑟 − 𝜕𝐹𝑋𝑟𝑙

𝜕𝑟

)]
𝐵𝑤

2

]
+ 1
𝐼𝑍

[(
𝜕𝐹𝑌 𝑓 𝑙

𝜕𝑟 + 𝜕𝐹𝑌 𝑓 𝑟

𝜕𝑟

)
𝑙 𝑓 cos 𝛿 𝑓 +

(
𝜕𝐹𝑌 𝑓 𝑙

𝜕𝑟 − 𝜕𝐹𝑌 𝑓 𝑟

𝜕𝑟

)
𝐵𝑤

2 sin 𝛿 𝑓 −
(
𝜕𝐹𝑌𝑟𝑙
𝜕𝑟 + 𝜕𝐹𝑌𝑟𝑟

𝜕𝑟

)
𝑙𝑟

]


(16b)

(16c)
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The partial derivative in Eq. (15) can be calculated as follows:

[
𝜕𝐹𝑋𝑖 𝑗

𝜕𝑣𝑋

𝜕𝐹𝑋𝑖 𝑗

𝜕𝛽

𝜕𝐹𝑋𝑖 𝑗

𝜕𝑟

]
= 𝐾𝑋𝑖 𝑗

[ ¤𝜆𝑋𝑖 𝑗
¤𝑣𝑋

¤𝜆𝑋𝑖 𝑗
¤𝛽

¤𝜆𝑋𝑖 𝑗
¤𝑟

]
(17a)



𝜕𝐹𝑌 𝑓 𝑙

𝜕𝑣𝑋

𝜕𝐹𝑌 𝑓 𝑙

𝜕𝛽

𝜕𝐹𝑌 𝑓 𝑙

𝜕𝑟
𝜕𝐹𝑌 𝑓 𝑟

𝜕𝑣𝑋

𝜕𝐹𝑌 𝑓 𝑟

𝜕𝛽

𝜕𝐹𝑌 𝑓 𝑟

𝜕𝑟
𝜕𝐹𝑌𝑟𝑙
𝜕𝑣𝑋

𝜕𝐹𝑌𝑟𝑙
𝜕𝛽

𝜕𝐹𝑌𝑟𝑙
𝜕𝑟

𝜕𝐹𝑌𝑟𝑟
𝜕𝑣𝑋

𝜕𝐹𝑌𝑟𝑟
𝜕𝛽

𝜕𝐹𝑌𝑟𝑟
𝜕𝑟


=



𝐾𝑌 𝑓 𝑙
−𝑟 (𝛽𝐵𝑤/2+𝑙 𝑓 )
(𝑣𝑋−𝑟𝐵𝑤/2)2

𝐾𝑌 𝑓 𝑙
𝑣𝑋

𝑣𝑋−𝑟𝐵𝑤/2 𝐾𝑌 𝑓 𝑙
𝑣𝑋 𝑙 𝑓 +𝛽𝑣𝑋𝐵𝑤/2
(𝑣𝑋−𝑟𝐵𝑤/2)2

𝐾𝑌 𝑓 𝑟
𝑟 (𝛽𝐵𝑤/2−𝑙 𝑓 )
(𝑣𝑋+𝑟𝐵𝑤/2)2

𝐾𝑌 𝑓 𝑟
𝑣𝑋

𝑣𝑋+𝑟𝐵𝑤/2 𝐾𝑌 𝑓 𝑟
𝑣𝑋 𝑙 𝑓 −𝛽𝑣𝑋𝐵𝑤/2
(𝑣𝑋+𝑟𝐵𝑤/2)2

𝐾𝑌 𝑓 𝑙
−𝑟 (𝛽𝐵𝑤/2−𝑙 𝑓 )
(𝑣𝑋−𝑟𝐵𝑤/2)2

𝐾𝑌 𝑓 𝑙
𝑣𝑋

𝑣𝑋−𝑟𝐵𝑤/2 𝐾𝑌 𝑓 𝑙
−𝑣𝑋 𝑙𝑟+𝛽𝑣𝑋𝐵𝑤/2
(𝑣𝑋−𝑟𝐵𝑤/2)2

𝐾𝑌 𝑓 𝑙
𝑟 (𝛽𝐵𝑤/2+𝑙 𝑓 )
(𝑣𝑋+𝑟𝐵𝑤/2)2

𝐾𝑌 𝑓 𝑙
𝑣𝑋

𝑣𝑋+𝑟𝐵𝑤/2 𝐾𝑌 𝑓 𝑙
−𝑣𝑋 𝑙 𝑓 −𝛽𝑣𝑋𝐵𝑤/2
(𝑣𝑋+𝑟𝐵𝑤/2)2


The parameters 𝐾𝑋𝑖 𝑗 and 𝐾𝑌𝑖 𝑗 can be obtained from the MF tire model by using Eq. (12). The parameters in
matrix 𝐴, which is detailed in Eqs. (16) and (17), can be expressed using the results of the 𝑘-th step. Then, Eq.
(15) can be discretized as follows:

{
𝑥(𝑘 + 1) = 𝐺 (𝑘)𝑥(𝑘) + 𝐻 (𝑇)𝑢(𝑘)
𝑦(𝑘) = 𝐶𝑥(𝑘) (18)

where {
𝐺 (𝑘) = 𝑒𝐴(𝑘)𝑇 ≈ 𝑇𝐴(𝑘) + 𝐼
𝐻 (𝑇) =

∫ 𝑇
0 𝑒𝐴𝑇𝑑𝑡 · 𝐵 ≈ 𝑇𝐵

The discrete linear equation for MPC control can be rewritten in the following form:

{
Δ𝑥(𝑘 + 1) = 𝐺 (𝑘)Δ𝑥(𝑘) + 𝐻Δ𝑢(𝑘)
𝑦(𝑘) = 𝑦(𝑘 − 1) + 𝐶Δ𝑥(𝑘) (19)

where Δ𝑢(𝑘) = 𝑢(𝑘) − 𝑢(𝑘 − 1), and Δ𝑥(𝑘) = 𝑥(𝑘) − 𝑥(𝑘 − 1). The predictive time domain of this system is
composed of 𝑛𝑝 steps, control time domain of this system is composed of 𝑛𝑐 steps, and the relationship 𝑛𝑐 ≤ 𝑛𝑝
holds. In this work, 𝑛𝑝 and 𝑛𝑐 are set to 8 and 3, respectively. The 𝑛𝑐-step control input vector and 𝑛𝑝-step
predictive output vector can be expressed as follows:

{
Δ𝑈 (𝑘) =

[
Δ𝑢(𝑘) Δ𝑢(𝑘 + 1) · · · Δ𝑢(𝑘 + 𝑛𝑐 − 1)

]𝑇
𝑌 (𝑘) =

[
𝑦(𝑘 + 1) 𝑦(𝑘 + 2) · · · 𝑦(𝑘 + 𝑛𝑐) · · · 𝑦(𝑘 + 𝑛𝑝)

]𝑇 (20)

Therefore, the output vector of each future predictive 𝑛𝑝 steps is given as follows:

(17b)
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𝑌 (𝑘) = 𝑆𝑥 (𝑘)𝑥(𝑘) + 𝐼𝑦𝑦(𝑘) + 𝑆𝑢 (𝑘)Δ𝑈 (𝑘) (21)

where 𝑆𝑥 (𝑘) =



𝐶𝐺
2∑
𝑖=1
𝐶𝐺𝑖

...
𝑛𝑝∑
𝑖=1
𝐶𝐺𝑖

 (𝑘)
, 𝐼𝑦 =


𝐼𝑛𝑐×𝑛𝑐
𝐼𝑛𝑐×𝑛𝑐
...

𝐼𝑛𝑐×𝑛𝑐

𝑛𝑝×1

,

𝑆𝑢 (𝑘) =



𝐶𝐻 0 0 · · · 0
2∑
𝑖=1
𝐶𝐺𝑖−1𝐻 𝐶𝐻 0 · · · 0

...
...

...
. . .

...
𝑛𝑐∑
𝑖=1
𝐶𝐺𝑖−1𝐻

𝑛𝑐−1∑
𝑖=1

𝐶𝐺𝑖−1𝐻 · · · · · · 𝐶𝐻

...
...

...
. . .

...
𝑛𝑝∑
𝑖=1
𝐶𝐺𝑖−1𝐻

𝑛𝑝−1∑
𝑖=1

𝐶𝐺𝑖−1𝐻 · · · · · ·
𝑛𝑝−𝑛𝑐+1∑
𝑖=1

𝐶𝐺𝑖−1𝐻

 (𝑘)
To track the reference vehicle model as well as possible, a 3-DOF vehicle model is designed as the reference
model. According to Eq. (4), the reference discrete output vector can be obtained as follows:

𝑦𝑟 (𝑘) = 𝐺𝑟 (𝑇)𝑦𝑟 (𝑘 − 1) + 𝐻𝑟 (𝑇)𝑢𝑟 (𝑘 − 1) (22)

where 𝑢𝑟 (𝑘) =
[
𝑣𝑋,𝑑𝑒𝑠 (𝑘) 𝛽𝑑𝑒𝑠 (𝑘) 𝑟𝑑𝑒𝑠 (𝑘)

]𝑇
, 𝑦𝑟 (𝑘) =

[
𝑣𝑋,𝑟𝑒 𝑓 (𝑘) 𝛽𝑟𝑒 𝑓 (𝑘) 𝑟𝑟𝑒 𝑓 (𝑘)

]𝑇 ,
𝐴𝑟 = 𝑑𝑖𝑎𝑔(1/𝜏, 1/𝑇, 1/𝑇), 𝐺𝑟 (𝑇) = 𝐼 − 𝑇𝐴𝑟 , and 𝐻𝑟 (𝑇) = 𝑇𝐴𝑟 . The 𝑛𝑝-step predictive output vector of the
reference system can be expressed as follows:

𝑌𝑟 (𝑘) =
[
𝑦𝑟 (𝑘 + 1) 𝑦𝑟 (𝑘 + 2) · · · 𝑦𝑟 (𝑘 + 𝑛𝑐) · · · 𝑦𝑟 (𝑘 + 𝑛𝑝)

]𝑇 (23)

Accordingly, the output vector of each future predictive 𝑛𝑝 steps of the reference system is given as follows:

𝑌𝑟 (𝑘) = 𝑊𝑦𝑟 𝑦𝑟 (𝑘) +𝑊𝑢𝑟𝑢𝑟 (𝑘) (24)

where𝑊𝑦𝑟 =
[
𝐺𝑟 𝐺2

𝑟 · · · 𝐺
𝑛𝑝
𝑟

]𝑇 , and𝑊𝑢𝑟 =

[
𝐻𝑟

2∑
𝑖−1

𝐺𝑖−1
𝑟 𝐻 · · ·

𝑛𝑝∑
𝑖−1

𝐺𝑖−1
𝑟 𝐻

]𝑇
. In addition, the

following relationship 𝑢𝑟 (𝑘 + 1/𝑘) = 𝑢𝑟 (𝑘)(𝑖 = 1, 2 · · · 𝑛𝑝) holds.
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The objective function of this MPC strategy has the following quadratic form:

𝐽 (𝑘) =
𝑛𝑝∑
𝑖=1

‖𝑦(𝑘 + 𝑖) − 𝑦𝑟 (𝑘 + 𝑖)‖2
𝑄𝑖

+
𝑛𝑒∑
𝑖=1

‖Δ𝑢(𝑘 + 𝑖 − 1)‖2
𝑅𝑖
+ Θ (25)

where 𝑄𝑖 and 𝑅𝑖 are the weighting matrices of the first and second items, respectively. Θ represents a positive
relaxation factor. The objective of this function is to follow the ideal model smoothly and accurately. The first
term of this function describes the ability of the actual vehicle model to track the reference model. The second
term indicates the change in the input vector, which can restrict changes to the input variables. Meanwhile,
the input, input increment, and output variables are constrained in a domain that can be expressed as follows:


𝑢min(𝑘 + 𝑖) ≤ 𝑢(𝑘 + 𝑖) ≤ 𝑢max(𝑘 + 𝑖) (𝑖 = 0, 1, · · · , 𝑛𝑐 − 1)
Δ𝑢min(𝑘 + 𝑖) ≤ Δ𝑢(𝑘 + 𝑖) ≤ Δ𝑢max(𝑘 + 𝑖) (𝑖 = 0, 1, · · · , 𝑛𝑐 − 1)
𝑦min(𝑘 + 𝑖) ≤ 𝑦(𝑘 + 𝑖) ≤ 𝑦max(𝑘 + 𝑖)

(
𝑖 = 0, 1, · · · , 𝑛𝑝 − 1

) (26)

Because of constraints, it is generally impossible to obtain the analytical solution to this problem. For this
reason, it is necessary to transform it into a quadratic programming (QP) problem to obtain a numerical
solution. Therefore, we convert the above constraint equations into the form 𝐶𝑍 ≥ 𝑏, as follows.



[
−𝐿Δ𝑈
𝐿Δ𝑈

]
Δ𝑈 (𝑘) ≥

[
−Δ𝑈max(𝑘)
Δ𝑈min(𝑘)

]
[
−𝐿𝑈
𝐿𝑈

]
Δ𝑈 (𝑘) ≥

[
𝑈′(𝑘 − 1) −𝑈max (𝑘)
𝑈min(𝑘) −𝑈′(𝑘 − 1)

]
[
−𝑆𝑢
𝑆𝑢

]
Δ𝑈 (𝑘) ≥

[
𝑌 ′(𝑘 − 1) − 𝑌max(𝑘)
𝑌min (𝑘) − 𝑌 ′(𝑘 − 1)

] (27)

where 𝐿Δ𝑈 , Δ𝑈max(𝑘), Δ𝑈min(𝑘), 𝐿𝑈 , 𝑈′(𝑘 − 1), 𝑈max(𝑘), 𝑈min(𝑘), 𝑌 ′(𝑘 − 1), 𝑌max(𝑘), and 𝑌min(𝑘) can be
calculated according as described in [21]. Then, this question can be described as a standard QP problem. In
this manner, the solution of this problem without the constraint equation can be set as the initial solution,
which can be expressed as follows:

Δ𝑈 (𝑘, 0) =
(
𝑆𝑇𝑢 (𝑘 − 1)𝑄𝑇𝑄𝑆𝑢 (𝑘 − 1) + 𝑅𝑇𝑅

)
𝑆𝑇𝑢 (𝑘 − 1)𝑄𝑇𝑄𝐸 (𝑘) (28)

where 𝐸 (𝑘) = 𝑌𝑟 (𝑘)−𝑆𝑥 (𝑘−1)Δ𝑥(𝑘)− 𝐼𝑦𝑦(𝑘) he optimal solution of the input vectorΔ𝑈∗(𝑘) can be calculated
using the algorithm of the QP problem with constraints. Then, the closed-loop control input can be obtained
as follows:

Δ𝑢(𝑘) =
[
𝐼2×2 0 · · · 0

]
1×𝑛𝑒

Δ𝑈∗(𝑘) (29)
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Table 2. Parameters of vehicle and in-wheel motors

Parameter Description Value/Unit Parameter Description Value/Unit

𝑚 Vehicle mass 812 kg 𝐵𝑤 Wheelbase 1.65 m
𝑚𝑤 Vehicle mass 20 kg 𝑃𝑒 Rated power 7.5 KW
𝑙 𝑓 Distance from mass center to front axle 1.1 m 𝑃𝑚 Peak power 12 KW
𝑙𝑟 Distance from mass center to rear axle 1.25 m 𝑛𝑒 Rated speed 750 rpm
𝐼𝑍 Moment of vehicle inertia around Z axis 808 kg ·m2 𝑛𝑚 Peak speed 1,000 rpm
𝐼𝑤 Moment of tire inertia around rotation axis 0.5 kg ·m2 𝑇𝑒 Rated torque 150 Nm
ℎ Distance between roll center and center of sprung mass 0.27 m 𝑇𝑚 Peak torque 250 Nm
𝑅𝑤 Distance between roll center and center of sprung mass 0.29 m

4. TORQUE ALLOCATION ALGORITHM
The proposed torque allocation algorithm based on the equal adhesion rate rule is described in this section.
We adopt the equal adhesion rate rule by considering only the adhesion rate of longitudinal force because the
deviations due to the lateral and longitudinal forces are excessive, meaning that no solution can be obtained.
Therefore, the longitudinal forces on the left and right sides of the vehicle are expressed as follows.

{ ��𝐹𝑋 𝑓 𝑙 �� /𝐹𝑍 𝑓 𝑙 = |𝐹𝑋𝑟𝑙 | /𝐹𝑍𝑟𝑙��𝐹𝑋 𝑓 𝑟 �� /𝐹𝑍 𝑓 𝑟 = |𝐹𝑋𝑟𝑟 | /𝐹𝑍𝑟𝑟
(30)

The total longitudinal forces on the left and right sides of the vehicle can be calculated as follows:

{
𝐹𝑋 𝑓 𝑙 + 𝐹𝑋𝑟𝑙 = 𝐹𝑋/2 + Δ𝑀𝑍/𝐵𝑤
𝐹𝑋 𝑓 𝑟 + 𝐹𝑋𝑟𝑟 = 𝐹𝑋/2 − Δ𝑀𝑍/𝐵𝑤

(31)

Therefore, each longitudinal tire force can be solved quickly by using Eqs. (30) and (31). By using the solved
longitudinal tire force and algorithm of equal-adhesion-rate-rule, the torque acting on each wheel can be
determined as follows.


𝑇 𝑓 𝑙 =

(
𝑇𝑡𝑜𝑡𝑎𝑙𝐹𝑋 𝑓 𝑙

)
/
(
𝐹𝑋 𝑓 𝑙 + 𝐹𝑋𝑟𝑙 + 𝐹𝑋 𝑓 𝑟 + 𝐹𝑋𝑟𝑟

)
𝑇 𝑓 𝑟 =

(
𝑇𝑡𝑜𝑡𝑎𝑙𝐹𝑋 𝑓 𝑟

)
/
(
𝐹𝑋 𝑓 𝑙 + 𝐹𝑋𝑟𝑙 + 𝐹𝑋 𝑓 𝑟 + 𝐹𝑋𝑟𝑟

)
𝑇𝑟𝑙 = (𝑇𝑡𝑜𝑡𝑎𝑙𝐹𝑋𝑟𝑙) /

(
𝐹𝑋 𝑓 𝑙 + 𝐹𝑋𝑟𝑙 + 𝐹𝑋 𝑓 𝑟 + 𝐹𝑋𝑟𝑟

)
𝑇𝑟𝑟 = (𝑇𝑡𝑜𝑡𝑎𝑙𝐹𝑋𝑟𝑟 ) /

(
𝐹𝑋 𝑓 𝑙 + 𝐹𝑋𝑟𝑙 + 𝐹𝑋 𝑓 𝑟 + 𝐹𝑋𝑟𝑟

) (32)

5. CO-SIMULATION AND RESULTS
To verify the proposed control algorithm, we compared it to the proportional-integral-derivative (PID) control
strategy. The co-simulation method was used for this purpose. Two main typical driving conditions, namely
1⃝ double lane change (DLC) maneuver under high-adhesion-coefficient condition (𝜇 = 0.9) and 2⃝ DLC
maneuver under low-adhesion-coefficient condition (𝜇 = 0.3), were considered. The parameters of the vehicle
and in-wheel motors are summarized in Table 2.

The consistency of human driving cannot be guaranteed, and it would be unsuitable for real drivers to drive a
vehicle at dangerously high speeds or on low-adhesion roads. For this reason, we conducted a simulation to
validate the effectiveness of the proposed control scheme.
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Figure 3. State comparison of different control modes during DLC maneuver. (𝜇 = 0.9, 𝑣𝑥 = 100 km/h).

5.1. DLC maneuver on high-adhesion road
The adhesion coefficient on the high-adhesion road was set to 0.9, and the reference vehicle velocity was set
to 100 km/h. Figure 3. depicts a comparison of the typical state parameters by using different control meth-
ods, which are without active control, hierarchical time-varying MPC control, and PID control. According
to Figure 3A, the velocity fluctuation due to the proposed hierarchical time-varying MPC control was smaller
than that due to PID control. As shown in Figure 3B, compared to the without active control and PID control
methods, the hierarchical time-varying MPC control method decreased the maximum lateral displacement
by approximately 0.25 m and 0.11 m, respectively. The yaw rate and sideslip angle of the vehicle under MPC
control were able to follow the ideal curve furthest, which effectively enhanced vehicle handling stability and
safety, as depicted in Figure 3C and D.

The adhesion rate can be expressed as follows:

𝜍𝑖 𝑗 =
��𝐹𝑋𝑖 𝑗 �� /𝐹𝑍𝑖 𝑗 (33)

where 𝑖 = 𝑓 or 𝑟 , 𝑗 = 𝑙 or 𝑟 , and 𝑓 𝑙 denotes front left, 𝑓 𝑟 denotes front right, 𝑟𝑙 denotes rear left, and 𝑟𝑟 denotes
rear right.

The torque and adhesion rate of each tire are depicted in Figure 4. According to Figure 4A, the torque acting
on each tire changed gently. Moreover, the torques acting on the left front and rear tires were similar but not
equal. Likewise, the torques acting on the right front and rear tires were similar but not equal. However, the
adhesion rates of the left two tires were almost equal, and the adhesion rates of the two right tires were almost
equal, as depicted in Figure 4B. This indicates that the proposed algorithm can enhance vehicle safety and
ensure that the adhesion rates of the two tires on the same side are as similar as possible.

5.2. DLC maneuver on low-adhesion road
Generally, a low-adhesion road can reflect the control effect more remarkably. The adhesion coefficient on a
low-adhesion roads and the reference vehicle velocity were set to 0.3 and 70 km/h in this study. As illustrated in
Figure 5A, the velocity fluctuation due to the hierarchical time-varyingMPC control was smaller than that due
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Figure 4. Torque and adhesion rate of each tire. (𝜇 = 0.9, 𝑣𝑥 = 100 km/h).

to PID control, and with both methods, velocity fluctuations occurred close to the reference line. However,
without control, the velocity dropped considerably. As shown inFigure 5B, the vehicle without control lost
stability and deviated from the designated trajectory. The hierarchical time-varying MPC control reduced
the maximum lateral displacement by approximately 0.2 m compared to that achieved with PID control. As
depicted in Figure 5C and D, under hierarchical time-varying MPC control, the yaw rate and sideslip angle
tracked the reference curves very well. The performance of PID control was slightly inferior in comparison,
while the case without control performed the worst and the vehicle diverged from the set trajectory. With
both PID control and hierarchical time-varyingMPC control, the yaw rate control effect was stronger than the
sideslip angle control effect because the sideslip angle is more difficult to control than the yaw rate. However,
with hierarchical time-varying MPC control, the sideslip angle was less than 2.5◦, which is within the safety
limit.

The torque and adhesion rate of each tire are shown in Figure 6. According to Figure 6A, the torques acting
on the left front and rear tires are similar but not equal, and the torques acting on the right front and rear tires
are similar but not equal. However, the adhesion rates of the two left tires are almost equal, and the adhesion
rates of the two right tires are almost equal, as shown in Figure 6B. This finding indicates that the proposed
algorithm can secure vehicle safety and ensure that the adhesion rates of the two tires on the same side of the
vehicle are as close to each other as possible. Unlike on the high-adhesion road, the torques and adhesion rates
of each of the tires are lower, which is consistent with the actual situation.

6. CONCLUSIONS
In this study, 3DOF reference vehicle model and a 7DOF nonlinear vehicle model were developed. A novel hi-
erarchical time-varyingMPC control strategy was proposed for 4WID EVs by considering vehicle stability and
adhesion efficiency. A time-varying MPC controller was designed to reduce system error in the linearization
process.

In the co-simulation, two typical conditions were adopted to demonstrate the performance of the proposed
method. The DLC maneuver was performed on high- and low-adhesion roads to verify the effectiveness of
the proposed control strategy. The results indicated that the proposed hierarchical time-varying MPC control
strategy was able to enhance vehicle handling stability effectively. Furthermore, the lower torque allocation
algorithm was able to improve the adhesion efficiency of each tire.
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Figure 5. State comparison of different control modes during DLC maneuver (𝜇 = 0.3, 𝑣𝑥 = 70 km/h).

Figure 6. Torque and adhesion rate of each tire (𝜇 = 0.3, 𝑣𝑥 = 70 km/h).
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Abstract
The consensus tracking problem is investigated for a class of multi-agent systems (MASs) under communication
constraints. In particular, as a result of the impact of amplitude attenuation and random interference, communication
among followers may inevitably suffer from the fading phenomenon. Meanwhile, the controllers may also be subject
to malicious deception attacks, which will disrupt the correct operation of the MASs. Thus, the agents can only
update their states based on fading information exchanged with their neighbors and the false control input under
attacks. The consensus tracking error variables are first designed via the fading signal received from neighbors. Then,
an online estimation strategy is introduced to estimate the unknown attacks, based on which the adaptive sliding
mode controller is designed to attenuate the effect of the time-varying attacks on MASs. Convergence analysis of
the MASs under the designed control strategy is provided by using the Lyapunov stability theory and adaptive sliding
mode control method. Finally, the effectiveness of the theoretical results is verified via numerical simulations.

Keywords: Multi-agent systems, consensus tracking, adaptive mechanism, sliding mode control, deception attacks,
channel fading
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1. INTRODUCTION
As typical autonomous cyber-physical systems, multi-agent systems (MASs) provide an effective means to
coordinate spatially distributed and networked agents, where agents interact together to optimize decisions
and achieve system objectives. In recent decades, the development of cluster control has motivated more and
more research on the consensus problem for MASs, such as multi-UAVs (Unmanned Aerial Vehicles) con-
trol [1–3], underwater cooperative operations [4], robot formation control [5–8], wireless sensors collaboration [9],
microgrids control [10] and so on. As a key issue in the research of MASs, the consensus problem has received
extensive attention in the past few decades. For example, Hu et al. proposed a new consensus protocol for
complex networks composed of multiple subnetworks to ensure convergence [11]. Yao et al. considered the
finite-time consensus problem of MASs based on the finite-time Lyapunov stability theory [12]. Rehman et
al. investigated the consensus problem of leader-following MASs in both fixed undirected topology and fixed
directed topology and proposed two distributed control protocols [13]. Liu et al. studied the positive consensus
problem of MASs with directed communication topologies where all agents have identical continuous-time
positive linear dynamics [14].

To handle the consensus problem, various control methods have been proposed including fuzzy control [15],
robust 𝐻∞ control [16], predictive control [17,18], adaptive control [19–21], sliding mode control (SMC) [22], and
so on. Due to the strong robustness to external disturbance and parameter uncertainties, the sliding mode
control method has been used widely in the MASs consensus research. For the leaderless MASs, Wang et al.
designed a special SMC protocol for the consensus problem [23]. Cong et al. proposed a distributed nonsingu-
lar controller to deal with the consensus problem for a class of nonlinear single-integrator MASs with input
uncertain dynamics [24]. Rahmani et al. proposed a projection recurrent neural network, which was suitable
for robotic MASs, and designed a new optimal SMC technique to achieve consensus tracking [25].

However, a key feature of the aforementioned works is that the information can be transmitted accurately
among agents. In practical MASs, a satisfying communication environment cannot be guaranteed under wire-
less transmission networks. As a result of the impact of amplitude attenuation and random interference, the
wireless link communication among agents will suffer from the fading phenomenon, resulting in the distor-
tion of the data. This unfavorable factor motivated some interesting research on consensus tracking of wireless
MASs subject to channel fading. Oral et al. [26] considered link outages between agents and obtained the prob-
ability expression for MASs reaching consensus. Gu et al. designed a distributed SMC law to deal with the
impact of the information fading phenomenon in communication channels [27]. Ding et al. investigated the
finite-time consensus control for MASs with channel fading via SMC technique. [28]

Another adverse phenomenon in the wireless transmission network is the inevitable malicious attacks, thereby
rendering the secure control of MASs fundamental significance [29]. Considering the different mechanisms
and effects on the MASs consensus problem, cyber-attacks can be divided into various types, for example,
deception attacks [30], replay attacks [31] and denial-of-service (DoS) attacks [32]. Among them, deception at-
tacks may lead to erroneous information feedback by tampering with the real packets via injecting false data.
Cui et al. investigated the consensus tracking problem of MASs, which may be subject to deception attacks
randomly. Recently, SMC strategy combined with adaptive mechanism has shown promising performance
for constrained systems, for example, Chen et al. constructed an adaptive sliding mode control law to deal
with the effects of adversarial cyber injection attacks [33]. It is of great practical significance to investigate the
consensus problem for MASs against deception attacks [34]. Meanwhile, it is challenging to design a feasible
SMC law under unknown and time-varying deception attacks.

Inspired by the above discussion and based on the expanded research of ref. [28], this paper will be concerned
with the secure consensus control problem for multi-agent systems with malicious attacks and channel fading
via the adaptive sliding mode technique, and the main contributions are highlighted as follows: (1) Both the
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position error and the velocity error are used to reflect the consistency of MASs, then the consensus tracking
problem of MASs can be transformed into the stability problem of the tracking error system� (2) Coping with
the effect of the fading channel between followers, the incomplete fading information received by the agent is
introduced into the controller design� (3) An online estimation strategy is employed to estimate the unknown
and time-varying attacks, based on which, an adaptive sliding mode controller is designed to attenuate the
effect of the attacks on MASs� and (4) The distributed adaptive SMC strategy is designed to ensure the mean
square consistency of MASs, despite the communication constraints.

Notation: R𝑛 and R𝑚×𝑛 mean the 𝑛 dimension Euclidean space and the 𝑚 × 𝑛 real matrix set. The symbol |·|
denotes the Euclidean norm and ⊗ denotes the Kronecker product. Denote sgn(𝑥) the sign symbolic function,
1𝑁 = [1, 1, · · · , 1]𝑇 , 0𝑁 = [0, 0, · · · , 0]𝑇 .

2. PROBLEM FORMULATION
2.1. Graph theory
Graph theory is an important tool to study MASs, which is a graph composed of several nodes and edges
connecting the node. Each agent can be represented as a node, and the information interaction between
agents can be denoted as an edge in graph theory. A directed weighted graph is represented by 𝐺 = {V,E}.
For MASs with one leader and 𝑁 agents, the node-set V = {𝑣1, 𝑣2, · · · , 𝑣𝑁 } indicates the set of all points on
the graph and E = {(𝑖, 𝑗), 𝑖, 𝑗 ∈ V, 𝑖 ≠ 𝑗} represents the set of all edges. 𝐴 = [𝑎𝑖 𝑗 ] ∈ R𝑁×𝑁 is a non-negatively
weighted adjacency matrix. If 𝑎𝑖 𝑗 > 0, it means that agent 𝑖 can receive information from agent 𝑗 ; conversely, if
𝑎𝑖 𝑗 = 0, agent 𝑖 cannot receive information from agent 𝑗 . Define the matrix 𝐵 = diag(𝑏1, 𝑏2, · · · , 𝑏𝑁 ) to denote
the communication between the leader and all followers, and the degree matrix 𝐷 = [𝑑𝑖𝑖] with 𝑑𝑖𝑖 =

∑𝑁
𝑗=1 𝑎𝑖 𝑗 .

So, we can obtain the Laplace matrix 𝐿 = [𝑙𝑖 𝑗 ] as:

𝐿 = 𝐷 − 𝐴. (1)

with

𝑙𝑖 𝑗 =

{ ∑𝑁
𝑘=1 𝑎𝑖𝑘 , 𝑖 = 𝑗 ,

−𝑎𝑖 𝑗 , 𝑖 ≠ 𝑗 .
(2)

Lemma 1 [35] The matrix 𝐿 + 𝐵 is invertible if the directed graph 𝐺 has a directed spanning tree.

Definition 1 Consider a multi-agent system with 𝑁 agents and let 𝑥𝑖 (𝑡) represent the state of agent 𝑖. If
𝑙𝑖𝑚𝑡→∞‖𝑥𝑖 (𝑡) − 𝑥 𝑗 (𝑡)‖ = 0, for all 𝑖, 𝑗 = 1, 2, · · · , 𝑁 , it is said that the multi-agent system can reach a con-
sensus. Furthermore, if there exists a leader whose state is 𝑥0(𝑡), then 𝑙𝑖𝑚𝑡→∞‖𝑥𝑖 (𝑡) − 𝑥0(𝑡)‖ = 0, for all
𝑖, 𝑗 = 1, 2, · · · , 𝑁 , means the tracking consensus is achieved.

2.2.System model
Consider a second-order MASs consisting of a leader labeled as node 0 and 𝑁 followers indexed by 𝑖 ∈
{1, 2, · · · , 𝑁}, and the 𝑖th follower’s dynamic is given as:{

¤𝑥𝑖 (𝑡) = 𝑣𝑖 (𝑡),
¤𝑣𝑖 (𝑡) = 𝑢𝑖 (𝑡),

(3)

where 𝑥𝑖 (𝑡) ∈ R𝑚 , 𝑣𝑖 (𝑡) ∈ R𝑚 , 𝑢𝑖 (𝑡) ∈ R𝑚 represent the 𝑖th follower’s position, velocity and the control input,
respectively. According to equation (3), it is obvious that we are focused on double integrators.
The leader’s dynamic is of the following form:{

¤𝑥0(𝑡) = 𝑣0(𝑡),
¤𝑣0(𝑡) = 𝑢0(𝑡),

(4)
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with 𝑥0(𝑡) ∈ R𝑚 , 𝑣0(𝑡) ∈ R𝑚 the leader’s position and velocity, respectively, and 𝑢0(𝑡) ∈ R𝑚 representing the
control input.
Define the 𝑖th follower’s consensus tracking errors as follows:{

𝑒1𝑖 (𝑡) =
∑𝑁
𝑗=1 𝑎𝑖 𝑗

(
𝑥𝑖 (𝑡) − 𝑥 𝑗 (𝑡)

)
+ 𝑏𝑖 (𝑥𝑖 (𝑡) − 𝑥0(𝑡)) ,

𝑒2𝑖 (𝑡) =
∑𝑁
𝑗=1 𝑎𝑖 𝑗

(
𝑣𝑖 (𝑡) − 𝑣 𝑗 (𝑡)

)
+ 𝑏𝑖 (𝑣𝑖 (𝑡) − 𝑣0(𝑡)) ,

(5)

with 𝑒1𝑖 (𝑡) and 𝑒2𝑖 (𝑡) the tracking error variables of position and velocity, 𝑎𝑖 𝑗 represents the element of 𝐴, 𝑏𝑖
determines whether there is information interaction between the leader and the followers, when 𝑏𝑖 > 0, agent
𝑖 can receive information from the leader, otherwise, 𝑏𝑖 = 0.
The tracking errors can be rewritten in the compact form:{

𝑒1(𝑡) = (𝐿 + 𝐵) ⊗ 𝐼𝑚 · (𝑥(𝑡) − 1𝑁 ⊗ 𝑥0(𝑡)),
𝑒2(𝑡) = (𝐿 + 𝐵) ⊗ 𝐼𝑚 · (𝑣(𝑡) − 1𝑁 ⊗ 𝑣0(𝑡)),

(6)

with 𝑒1(𝑡) ≜ [𝑒𝑇11(𝑡), · · · , 𝑒𝑇1𝑁 ]𝑇 , 𝑒2(𝑡) ≜
[
𝑒𝑇21(𝑡), · · · , 𝑒𝑇2𝑁 (𝑡)

]𝑇 , 𝑥(𝑡) ≜ [
𝑥𝑇1 (𝑡), · · · , 𝑥𝑇𝑁 (𝑡)

]𝑇 , 𝑣(𝑡) ≜ [
𝑣𝑇1 (𝑡), · · · ,

𝑣𝑇𝑁 (𝑡)]𝑇 , 𝑢(𝑡) ≜
[
𝑢𝑇1 (𝑡), · · · , 𝑢𝑇𝑁 (𝑡)

]𝑇 , 𝐵 ≜diag{𝑏1, 𝑏2, · · · , 𝑏𝑁 }.

From the above definition, one can obtain the tracking error system as:{
¤𝑒1(𝑡) = 𝑒2(𝑡),
¤𝑒2(𝑡) = (𝐿 + 𝐵) ⊗ 𝐼𝑚 · (𝑢(𝑡) − 1𝑁 ⊗ 𝑢0(𝑡)).

(7)

Now, the consensus tracking problem of MASs (3)-(4) converts to the stabilization problem of the tracking
error system (7). The objective of this work is to achieve leader-follower consistency.

2.3. Fading channel
As stated in the Introduction, the transmission between followers may be inevitably suffered from the channel
fading phenomenon. In this work, the network channel is considered as a continuous one with time-varying
channel gain, the transmitted data will be modeled as the actually received information with random attenua-
tion. Hence, introduce the following memoryless multiplicative fading model:{

𝑥𝑖 𝑗 (𝑡) = 𝜌𝑖 𝑗 (𝑡)𝑥 𝑗 (𝑡),
𝑣𝑖 𝑗 (𝑡) = 𝜌𝑖 𝑗 (𝑡)𝑣 𝑗 (𝑡),

(8)

where 𝑥𝑖 𝑗 (𝑡) and 𝑣𝑖 𝑗 (𝑡) are the fading position and speed signal of the 𝑗 th agent received by the 𝑖th agent, and
𝑥 𝑗 (𝑡) and 𝑣 𝑗 (𝑡) are the signal and speed signal sent by the 𝑗 th agent, respectively. The random coefficient
𝜌𝑖 𝑗 (𝑡) ∈ (0, 1] are mutually independent random variables with mathematical expectation E

(
𝜌𝑖 𝑗 (𝑡)

)
= 𝜌̄.

Assuming that fading occurs only in the channel between followers, the special case of channel fading from
the leader to the followers is not considered in this work. Hence, based on the fading information (8), the
tracking errors (5) are rewritten as:

𝑒1𝑖 (𝑡) =
∑𝑁
𝑗=1 𝑎𝑖 𝑗

(
𝑥𝑖 (𝑡) − 1

𝜌̄Λ𝑖 𝑗 (𝑡)𝑥 𝑗 (𝑡)
)
+ 𝑏𝑖 (𝑥𝑖 (𝑡) − 𝑥0(𝑡)) ,

𝑒2𝑖 (𝑡) =
∑𝑁
𝑗=1 𝑎𝑖 𝑗

(
𝑣𝑖 (𝑡) − 1

𝜌̄Λ𝑖 𝑗 (𝑡)𝑣 𝑗 (𝑡)
)
+ 𝑏𝑖 (𝑣𝑖 (𝑡) − 𝑣0(𝑡)) .

(9)

It can be seen that the tracking errors (9) involve the expectation of the random variable 𝜌𝑖 𝑗 (𝑡), which is
introduced to compute the consistent tracking error variable among the agents more accurately.
Define 𝑒1(𝑡)≜[𝑒𝑇11(𝑡), · · · , 𝑒𝑇1𝑁 (𝑡)]𝑇 , 𝑒2(𝑡)≜

[
𝑒𝑇21(𝑡) , · · · , 𝑒𝑇2𝑁 (𝑡)]𝑇 . Then, the compact form of tracking errors

(9) is of the following form:
𝑒1(𝑡) =

∑𝑁
𝑖=1 𝛼𝑖 (𝐴 ⊗ 𝐼𝑚) · 1

𝜌̄Λ𝑖 (𝑡)𝑥 (𝑡) − (𝐿 + 𝐵) ⊗ 𝐼𝑚
(1𝑛 ⊗ 𝑥0(𝑡)

)
−(𝐵 + 𝐷) ⊗ 𝐼𝑚 · 𝑥 (𝑡) ,

𝑒2(𝑡) =
∑𝑁
𝑖=1 𝛼𝑖 (𝐴 ⊗ 𝐼𝑚) · 1

𝜌̄Λ𝑖 (𝑡)𝑣 (𝑡) − (𝐿 + 𝐵) ⊗ 𝐼𝑚
(1𝑛 ⊗ 𝑣0(𝑡)

)
−(𝐵 + 𝐷) ⊗ 𝐼𝑚 · 𝑣 (𝑡) ,

(10)
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Figure 1. System over fading network subject to attacks on agent 𝑖.

where 𝛼𝑖 ≜ diag{𝛿1
𝑖 , 𝛿

2
𝑖 , . . . , 𝛿

𝑁
𝑖 }, 𝛿𝑘𝑖 (·) being the Kronecker delta function, which compares values of 𝑖 and

𝑘 and returns 0 when they are not equal; otherwise, it returns 1. Λ1(𝑡) ≜ diag{0, 𝜌12(𝑡), · · · , 𝜌1𝑁 (𝑡)}, · · · ,
Λ𝑁 (𝑡) ≜ diag{𝜌𝑁1(𝑡), 𝜌𝑁2(𝑡), · · · , 0}. Considering the effect of channel fading, since only faded data is avail-
able, accurate neighbors’ information cannot be used for the controller design. In the following section 3.1,
the SMC law will be designed based on the consensus tracking errors 𝑒1(𝑡) and 𝑒2(𝑡).

Remark 1. There are two special cases considered in the channel fading model (8): when 𝜌𝑖 𝑗 (𝑡) = 0, it means
that there is no information interaction between agents and the communication channel is blocked, that is, the
channel fading model is simplified to a packet loss model. In contrast, if 𝜌𝑖 𝑗 (𝑡) = 1, it indicates that the data
transmission between agents is complete and without any attenuation.

2.4. Deception attacks
Among various cyber-attacks, the deception attack on controllers is a common form and usually satisfies the
following assumptions: the hackers can steal the state information or measurement output of the agents to
generate false data, which can then be injected into the controller. As shown in Figure 1, the hackers can attack
the controller of agent 𝑖 by injecting false data. Thus, the actual data received by the actuator of agent 𝑖 is as
follows:

𝑢̌𝑖 (𝑡) = 𝑢𝑖 (𝑡) +𝑊 (𝑡)Ψ𝑎 (𝑥𝑖 (𝑡), 𝑡). (11)

The compact form of expression (11) can be written as:

𝑢̌(𝑡) = 𝑢(𝑡) +𝑊 (𝑡)Ψ𝑎 (𝑥(𝑡), 𝑡). (12)

where 𝑢(𝑡) is the designed control input and𝑊 (𝑡)Ψ𝑎 (𝑥(𝑡), 𝑡) is the false data. The matrix𝑊 (𝑡) is an unknown
and time-varying matrix that satisfies ‖𝑊 (𝑡)‖ ≤ 𝜇(𝑡) with 𝜇(𝑡) unknown and bounded, represents the in-
jection patterns of the false data, for example, 𝑊 (𝑡) may be a matrix composed of elements 0 and 1, that is,
sometimes false data is injected, sometimes not, to confuse users. Thus, the attack is difficult to be detected
by users. Ψ𝑎 (𝑥(𝑡), 𝑡) is a function of 𝑥(𝑡), which means the false data generated via the state 𝑥(𝑡), and satisfy
‖Ψ𝑎 (𝑥(𝑡), 𝑡)‖ ≤ 𝜓(𝑥(𝑡), 𝑡) with 𝜓(𝑥(𝑡), 𝑡) a known nonnegative function.

Remark 2. The deception attacks considered in this work focus on the controller, that is, 𝑢(𝑡) may be suffered
from the false data injection, such as the problem considered in some literature [30,36] and so on. The deception
attacks can also occur in the communication channel between agents, that is, 𝑥(𝑡) may be affected by false data
injection during transmission [34].

3. MAIN RESULTS
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3.1. Adaptive SMC law
To cope with the impact of the deception attacks, the information about the attack is usually utilized to design
the controller. For example, when the upper bounds 𝜇(𝑡) and 𝜓(𝑥(𝑡), 𝑡) of the attack are known, the de-
sign of the controller is relatively easy to implement, but the fixed upper bounds will inevitably lead to larger
conservativeness. To overcome this problem, an online estimation strategy will be employed to estimate the
time-varying and unknown attacks, based on which, an adaptive sliding mode controller will be designed to
attenuate the effect of the unknown attacks on MASs.

Design the sliding function as follows:

𝑠𝑖 (𝑡) = 𝑐𝑒1𝑖 (𝑡) + 𝑒2𝑖 (𝑡), (13)

with 𝑐 > 0 the sliding gain, denoted 𝑠(𝑡) ≜
[
𝑠𝑇1 (𝑡), 𝑠𝑇2 (𝑡), · · · , 𝑠𝑇𝑁 (𝑡)

]𝑇 , the compact form of sliding function
(13) can be written as:

𝑠(𝑡) = 𝑐𝑒1(𝑡) + 𝑒2(𝑡), (14)

From (7), we can obtain the derivative of the sliding function:

¤𝑠(𝑡) = 𝑐𝑒2(𝑡) + ¤𝑒2(𝑡)
= 𝑐𝑒2(𝑡) + (𝐿 + 𝐵) ⊗ 𝐼𝑚 · (𝑢̌(𝑡) − 𝐼𝑁 ⊗ 𝑢0(𝑡)) .

(15)

Under these constraints considered in this work, the 𝑖th agent cannot receive accurate and complete informa-
tion from neighbor agents, the switching function (13) under fading channel is rewritten as:

𝑠𝑖 (𝑡) = 𝑐𝑒1𝑖 (𝑡) + 𝑒2𝑖 (𝑡). (16)

The compact form of expression (16) as:

𝑠(𝑡) = 𝑐𝑒1(𝑡) + 𝑒2(𝑡). (17)

Then, construct the sliding mode controller as follow:

𝑢(𝑡) = 𝑢𝑎 (𝑡) + 𝑢𝑏 (𝑡), (18)

where the robust term 𝑢𝑎 (𝑡) is designed as :

𝑢𝑎 (𝑡) = −(𝐿 + 𝐵)−1 ⊗ 𝐼𝑚 · (𝑘1 · sgn(𝑠(𝑡)) + 𝑐𝑒2(𝑡)) + 𝐼𝑁 ⊗ 𝑢0(𝑡), (19)

with 𝑘1 > 0, and the adaptive term 𝑢𝑏 (𝑡) is designed as:

𝑢𝑏 (𝑡) = −(𝐿 + 𝐵)−1 ⊗ 𝐼𝑚 · (‖𝐿 + 𝐵‖ 𝜇̂(𝑡)𝜓(𝑥(𝑡), 𝑡) · sgn(𝑠(𝑡))). (20)

where 𝜇̂(𝑡) is the estimation of 𝜇(𝑡) under the following adaptive law:

¤̂𝜇(𝑡) = 𝜃 ‖𝐿 + 𝐵‖ · Proj( 𝜇̂(𝑡),


𝑠𝑇 (𝑡)

𝜓(𝑥(𝑡), 𝑡)), (21)

with 𝜃 an adaptive parameter, and Proj the smooth projection [37] as:

Proj( 𝜇̂(𝑡),


𝑠𝑇 (𝑡)

𝜓(𝑥(𝑡), 𝑡))

=




𝑠𝑇 (𝑡)

𝜓(𝑥(𝑡), 𝑡), if 𝜑( 𝜇̂(𝑡)) ≤ 0,

𝑠𝑇 (𝑡)

𝜓(𝑥(𝑡), 𝑡), if 𝜑( 𝜇̂(𝑡)) ≥ 0 and 𝜑′( 𝜇̂(𝑡))



𝑠𝑇 (𝑡)

𝜓(𝑥(𝑡), 𝑡) ≤ 0,

𝑠𝑇 (𝑡)

𝜓(𝑥(𝑡), 𝑡) − 𝜑( 𝜇̂(𝑡))𝜑′ ( 𝜇̂(𝑡))‖𝑠𝑇 (𝑡)‖𝜓(𝑥(𝑡),𝑡)
‖𝜑′ ( 𝜇̂(𝑡))‖′ 𝜑′𝑇 ( 𝜇̂(𝑡)), otherwise,

(22)

where the continuous function 𝜑( 𝜇̂(𝑡)) defined as:

𝜑( 𝜇̂(𝑡)) ≜ 2
𝛿
( 𝜇̂

2(𝑡)
𝜇̂2
𝑚𝑎𝑥

− 1 + 𝛿) (23)
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with 𝜇̂𝑚𝑎𝑥 the given bound of projection, and scalar 0 < 𝛿 < 1.

According to Imbedded Convex Sets Assumption [37], we obtain:


Proj
(
𝜇̂(𝑡),



𝑠𝑇 (𝑡)

𝜓(𝑥(𝑡), 𝑡))


 ≤‖𝑠𝑇 (𝑡)‖𝜓(𝑥(𝑡), 𝑡), (24)

and
( 𝜇̂(𝑡) − 𝜇(𝑡)) (Proj( 𝜇̂(𝑡),



𝑠𝑇 (𝑡)

𝜓(𝑥(𝑡), 𝑡)) − 

𝑠𝑇 (𝑡)

𝜓(𝑥(𝑡), 𝑡)) ≤ 0 (25)

and these two conditions will be used in the following derivation.

Remark 3. In some existing reliable control methods, the known bounds of attacks are usually utilized, which
may inevitably yield larger conservativeness. To overcome this shortcoming, the online estimationmechanism
for unknown attacks/faults was proposed in some related works [33,38]. Inspired by these works, the online
estimation mechanism of the attack is integrated with the SMC technique in this work.

3.2. Consistence and Reachability
Theorem1. Consider theMASs (3)-(4) with channel fading (8) and deception attacks (12), under the proposed
SMC law (19)-(20), the reachability of the sliding surface 𝑠(𝑡) = 0 can be guaranteed in the sense of mean
square.
Proof. Choose the Lyapunov function as follows:

𝑉 (𝑠, 𝑡) = 1
2
𝑠𝑇 (𝑡)𝑠(𝑡) + 1

2
𝜃−1𝜇2(𝑡), (26)

where 𝜇̃(𝑡) = 𝜇̂(𝑡) − 𝜇(𝑡) is the estimated error with ¤̃𝜇(𝑡) = ¤̂𝜇(𝑡).

Then, by the expressions (15) and (21), the derivative of 𝑉1(𝑠, 𝑡) can be given as:

¤𝑉 (𝑠, 𝑡) =𝑠𝑇 (𝑡) ¤𝑠(𝑡) + 𝜃−1 𝜇̃(𝑡) ¤̃𝜇(𝑡)
=𝑠𝑇 (𝑡) (𝑐𝑒2(𝑡) − 𝑐𝑒2(𝑡) + (𝐿 + 𝐵) ⊗ 𝐼𝑚 ·𝑊 (𝑡)Ψ𝑎 (𝑥(𝑡), 𝑡))
− ‖𝐿 + 𝐵‖ · 𝜇̂𝜓(𝑥(𝑡), 𝑡) · sgn(𝑠(𝑡)) − 𝑘1 sgn(𝑠(𝑡))) + 𝜃−1 𝜇̃(𝑡) ¤̃𝜇(𝑡).

(27)

Taking mathematical expectation to the above expression (27), one has:

E[ ¤𝑉 (𝑠, 𝑡)] =𝑠𝑇 (𝑡) [𝑐𝑒2(𝑡) − 𝑐E(𝑒2(𝑡)) − 𝑘1E(sgn(𝑠(𝑡))) + (𝐿 + 𝐵) ⊗ 𝐼𝑚
·𝑊 (𝑡)Ψ𝑎 (𝑥(𝑡), 𝑡) − ‖𝐿 + 𝐵‖ 𝜇̂𝜓(𝑥(𝑡), 𝑡)E(sgn(𝑠(𝑡)))]
+ ‖𝐿 + 𝐵‖( 𝜇̂(𝑡) − 𝜇(𝑡))Proj( 𝜇̂(𝑡),



𝑠𝑇 (𝑡)

𝜓(𝑥(𝑡), 𝑡)). (28)

It can be easily verified from expressions (5) and (9) that E (𝑒1(𝑡)) = E (𝑒1(𝑡)), E (𝑒2(𝑡)) = E (𝑒2(𝑡)). Mean-
while, it follows from (14) and (17) that E (𝑠(𝑡)) = E (𝑠(𝑡)). Then, one can obtain:

E
[ ¤𝑉 (𝑠, 𝑡)] = − 𝑘1𝑠

𝑇 (𝑡) sgn(𝑠(𝑡)) + 𝑠𝑇 (𝑡) (𝐿 + 𝐵) ⊗ 𝐼𝑚 ·𝑊 (𝑡)Ψ𝑎 (𝑥(𝑡), 𝑡)
+ ‖𝐿 + 𝐵‖( 𝜇̂(𝑡) − 𝜇(𝑡))Proj( 𝜇̂(𝑡),



𝑠𝑇 (𝑡)

𝜓(𝑥(𝑡), 𝑡))
− 𝑠𝑇 (𝑡)‖𝐿 + 𝐵‖ 𝜇̂(𝑡) · 𝜓(𝑥(𝑡), 𝑡) sgn(𝑠(𝑡))

≤ − 𝑘1‖𝑠𝑇 (𝑡)‖ + ‖𝐿 + 𝐵‖‖𝑊 (𝑡)‖ ‖Ψ𝑎 (𝑥(𝑡), 𝑡)‖ ‖𝑠𝑇 (𝑡)‖
+ ‖𝐿 + 𝐵‖( 𝜇̂(𝑡) − 𝜇(𝑡))Proj( 𝜇̂(𝑡), ‖𝑠𝑇 (𝑡)‖ · 𝜓(𝑥(𝑡), 𝑡))
− ‖𝐿 + 𝐵‖ 𝜇̂(𝑡)𝜓(𝑥(𝑡), 𝑡)‖𝑠𝑇 (𝑡)‖.

(29)

By the conditions ‖𝑊 (𝑡)‖ ≤ 𝜇(𝑡), ‖Ψ𝑎 (𝑥(𝑡), 𝑡)‖ ≤ 𝜓(𝑥(𝑡), 𝑡), one has:

E
[ ¤𝑉 (𝑠, 𝑡)] ≤ − 𝑘1‖𝑠𝑇 (𝑡)‖ + ‖𝐿 + 𝐵‖(𝜇(𝑡) − 𝜇̂(𝑡)) (‖𝑠𝑇 (𝑡)‖

· 𝜓(𝑥(𝑡), 𝑡) − Proj( 𝜇̂(𝑡),


𝑠𝑇 (𝑡)

 · 𝜓(𝑥(𝑡), 𝑡))). (30)
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Then, it follows from (25) that:
E
[ ¤𝑉 (𝑠, 𝑡)] ≤ − 𝑘1‖𝑠𝑇 (𝑡)‖

≤0.
(31)

Hence, the reachability of the sliding surface 𝑠(𝑡) = 0 can be ensured in the sense of mean square.
□

Theorem 2. Considering the MASs (3)-(4) subject to deception attacks (12) and channel fading model (8), the
consensus tracking for MASs (3)-(4) will be achieved under the proposed sliding surface (14) and the SMC
law (19)-(20).
Proof. Select the Lyapunov function:

𝑈 (𝑡) = 1
2
𝑒1(𝑡)𝑇 𝑒1(𝑡) +

1
2
𝑒2(𝑡)𝑇 𝑒2(𝑡), (32)

Its derivative is given as:
¤𝑈 (𝑡) = 𝑒𝑇1 (𝑡) ¤𝑒1(𝑡) + 𝑒𝑇2 (𝑡) ¤𝑒2(𝑡)

= 𝑒𝑇1 (𝑡)𝑒2(𝑡) + 𝑒𝑇2 (𝑡) ¤𝑒2(𝑡).
(33)

When the sliding surface 𝑠(𝑡) = 0, it follows from (14) and (7) that 𝑒2(𝑡) = −𝑐𝑒1(𝑡) and ¤𝑒2(𝑡) = −𝑐𝑒2(𝑡), then
we can obtain:

¤𝑈 (𝑡) = 𝑒𝑇1 (𝑡)𝑒2(𝑡) + 𝑒𝑇2 (𝑡) ¤𝑒2(𝑡)
= −𝑐𝑒1(𝑡)𝑇 𝑒1(𝑡) − 𝑐𝑒𝑇2 (𝑡)𝑒2(𝑡)
= −𝑐 ‖𝑒1(𝑡)‖2 − 𝑐 ‖𝑒2(𝑡)‖2

≤ 0.

(34)

Combining the results of Theorem 1, the consensus tracking of MASs (3)-(4) can be ensured under the pro-
posed sliding surface (14) and the SMC law (19)-(20). □

4. SIMULATION
Consider the second-orderMASswith one leader and 4 followers, where the communication topology between
agents is shown in Figure 2. The blue arrows indicate that the followers receive the complete information from
the leader, while the red arrows indicate that the information interaction between followers is over fading
channel. Thereby, follower 1 and follower 2 can receive accurate information from the leader, follower 3 can
only receive the fading data from follower 1, and follower 4 can only receive the incomplete data from both
follower 1 and follower 2. For simplicity, in this simulation example, the adjacency weights between neighbor
agents are set as 1.

Then, according to the leader and followers’ topology, we can get the adjacency matrix 𝐴, the diagonal matrix
𝐵, and the Laplace matrix 𝐿 of these MASs as follows:

𝐴 =


0 0 0 0
0 0 0 0
1 0 0 0
1 1 0 0


, 𝐿 =


0 0 0 0
0 0 0 0
−1 0 1 0
−1 −1 0 2


, 𝐵 = 𝑑𝑖𝑎𝑔

{
1 1 0 0

}
.

In this simulation, the initial state of the leader’s position, speed, and control input are set as 𝑥0 = [10,−10]𝑇 ,
𝑣0 = [10,−10]𝑇 , 𝑢0 = [𝑐𝑜𝑠(𝑡), 𝑠𝑖𝑛(𝑡)]𝑇 , the initial state of the followers’ position and speed are set as 𝑥1 =
[10,−2]𝑇 , 𝑣1 = [20,−2]𝑇 , 𝑥2 = [15, 15]𝑇 , 𝑣2 = [20, 3]𝑇 , 𝑥3 = [25, 5]𝑇 , 𝑣3 = [15, 0]𝑇 , 𝑥4 = [45, 15]𝑇 ,
𝑣4 = [35, 0]𝑇 , and the injection packets𝑊 (𝑡)Ψ𝑎 (𝑥(𝑡), 𝑡) set as𝑊 (𝑡) = [1, 1, 1, 1] andΨ𝑎 (𝑥(𝑡), 𝑡) = 10𝑥(𝑡)𝑠𝑖𝑛(𝑡).

http://dx.doi.org/10.20517/ces.2023.06
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Figure 2. Communication topology diagram of MASs. MASs: multi-agent systems.
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Figure 3. The trajectories of the MASs under the robust control term 𝑢𝑎 (𝑡 )(19). MASs: multi-agent systems.

The sliding mode controller parameters are chosen as 𝑐 = 1, 𝑘1 = 0.1.

Simulation results are shown in Figures 3-7. Among them, Figure 3 shows the tracking trajectories of MASs
under the robust control term 𝑢𝑎 (𝑡) (19), and the horizontal and vertical axis represent the position state of
different dimensions, respectively. As we can see from the Figure 3, the trajectories of the agents don’t converge
to a point, which indicates that the MASs under the robust control term 𝑢𝑎 (𝑡) (19) can’t achieve consensus
under the deception attacks. For comparison, Figure 4 shows the tracking trajectories of the agents under
the proposed adaptive SMC law (18), and it is shown that the closed-loop MASs under channel fading and
deception attacks can achieve consensus tracking. Figures 5 and 6 show the position error 𝑒1(𝑡) and velocity
error 𝑒2(𝑡) between followers respectively. Figure 7 shows the sliding variable 𝑠(𝑡) of the followers, respectively.

Remark 4. As shown in Figures 5-7, agents 1 and 2 have better consensus tracking performance with smaller
amplitude oscillating and smoother curves, that is, because they can receive accurate information from the
leader. In contrast, agents 3 and 4 perform worse because they cannot obtain information from the leader, but
only from neighbor agents over fading channel ( as shown in Figure 2). Even so, the proposed adaptive SMC
scheme can still guarantee consensus tracking of all followers, as shown in Figure 4.
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Figure 4. The trajectories of the MASs under the adaptive SMC law (18). SMC: sliding mode control.
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Figure 5. The position error 𝑒1 (𝑡 ) of the followers in Figure 5A-D. A: Position error of the 1st agent; B: Position error of the 2nd agent; C:
Position error of the 3rd agent; D: Position error of the 4th agent.

5. CONCLUSION
This work considered the consensus control problem of MASs under deception attacks and fading channels.
Due to the fading channels, the position and velocity errors cannot be calculated accurately. To solve this
problem, the consensus tracking error variables have been designed based on the fading data received from
neighbor agents. Meanwhile, the distributed adaptive SMC strategy via fading information has been proposed
to deal with the time-varying and unknown deception attacks injected by the hacker. Utilizing the proposed
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Figure 6. The velocity error 𝑒2 (𝑡 ) of the followers in Figure 6A-D. A: Velocity error of the 1st agent; B: Velocity error of the 2nd agent; C:
Velocity error of the 3rd agent; D: Velocity error of the 4th agent.
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Figure 7. Sliding variables 𝑠 (𝑡 ) of the followers in Figure 7A-D. A: Sliding variable 𝑠 (𝑡 ) of the 1st agent; B: Sliding variable 𝑠 (𝑡 ) of the 2nd agent;
C: Sliding variable 𝑠 (𝑡 ) of the 3rd agent; D: Sliding variable 𝑠 (𝑡 ) of the 4th agent.

scheme, consensus tracking can be achieved. Only malicious attacks and channel fading have been considered
in this work. In practical applications, there may coexist multiple constraints, such as actuator/sensor faults,
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packet dropout, random noise [39,40], etc. Under these constraints, how to design a feasible consensus control
method is worthy to research in future work.
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Abstract
This paper investigates the issue of decentralized control for interconnected semi-Markovian systems with partially
accessible transition rates (TRs). Firstly, a dynamic systemmodelwith amemory event-triggeredmechanism(METM)
is designed, which can effectively improve the fault tolerance of the event-triggering mechanism by employing the
historical trigger data. Then a state feedback control model with dynamic METM is constructed, in which the semi-
Markovian parameters with completely unknown and partially known transition probabilities are considered. Some
sufficient conditions that insure the stochastic stability of the interconnected semi-Markovian systems can be ob-
tained by utilizing the Lyapunov function and suitable model transformations method. Meanwhile, the parameters
and the controller gain matrices of dynamic METM are also solved simultaneously by applying the linear matrix in-
equalities (LMIs). Finally, a simulation example is given to verify the effectiveness of the proposed method.
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1. INTRODUCTION
With the prompt development of modern industry, the requirements for system scale and control objectives
are increasing. Many single systems improve their own characteristics through interconnection to meet local
and global performance requirements [1]. Nowadays, interconnected systems are widely used in actual pro-
duction and life, such as power systems [2], intelligent transportation systems [3], and network communication
systems [4]. The interconnected systems are large-scale composite systems which are composed of several sub-
systems connected in a specific way. Interconnected systems usually have strong coupling, strong uncertainty,
high dimensions, and other characteristics. Thus, the existing traditional control strategies designed for a
single system are difficult to directly solve the analysis and control problems of interconnected systems [5,6].
Therefore, many scholars are devoted to the control analysis and design for this kind of large-scale system.

Recently, decentralized control methods have been applied to interconnected control systems, where the sub-
system only uses its own information to achieve the control design. Due to its simple structure, low cost, and
high reliability, the decentralized control method has drawn wide attention in the control design of large-scale
complex systems, and numerous research results have emerged [7,8]. For example, a decentralized control strat-
egy for the linearized power systemwith different load distributions was studied in [9]. A decentralized adaptive
sliding mode control mechanism for the stability of large-scale semi-Markovian jump interconnected systems
was proposed in [10,11], and a decentralized output feedback control for large-scale systems with communica-
tion delay and random shortcoming measurements was studied in [12]. Recently, it has also witnessed rapid
growth in the application of decentralized control methodologies in the field of engineering. For instance, a
decentralized Markovian jump 𝐻∞ control routing strategy for mobile multi-agent networked systems were
investigated in [13]. The adaptive fuzzy decentralized tracking control for large-scale interconnected nonlinear
networked control systems was studied in [14,15], and a Lyapunov-function based event-triggered control was
adopted to develop nonlinear discrete-time cyber-physical systems [16]. However, the decentralized control of
interconnected systems is still an open field to be developed, and there are still many problems to be discussed.

It is noticed that most actual systems are often affected by some sudden changes during operation, and such
systems can be represented by Markovian jump systems (MJSs). However, the residence time in MJSs fol-
lows exponential distribution and the distribution of residence time has no memory, that is, the transition
rate is a random process independent of past modes, which brings some limitations to its application [17]. In
comparison with MJSs, the dwell time of semi-Markovian jump systems (S-MJSs) can obey non-exponential
distributions, such as Weibull distribution and Gaussian distribution. The S-MJSs release the limitation of the
probability distribution function and reduce the conservatism of the system, thus they have wider application
in practice [18]. In recent years, many important theoretical advances and practical significance for S-MJSs can
be found. For example, the authors in [19] studied the dynamic output feedback control for a class of linear
S-MJSs in the discrete-time domain. The stability of singular switching S-MJSs with uncertain TRs was de-
veloped in [20]. In [21], by using the LMI method, the authors studied the stochastic stability of linear S-MJSs,
where TRs were divided into different parts. It is often difficult to fully know the jumping probability of modes
when the system is modeled as a MJS or S-MJS. It is noticed that the TRs in S-MJSs are more complex because
they stick to a more ordinary distribution instead of an exponential distribution [22,23]. Consequently, the
study of different forms of TRs would increase the complexity of the process of control design. Recently, an
estimationmethod has been proposed for nonlinear S-MJSs with partially unknown transition probability and
output quantization, see [24] and the literature wherein. However, few related works involve exactly unknown
and uncertain bounded transition rates of interconnected S-MJSs, which is one of the main motivations of this
paper.

Additionally, the event-triggeredmechanism (ETM) was drawn to avoid the waste of network resources. Com-
pared with the periodic sampling method, the ETM can avoid the generation of data redundancy [25–27]. How-
ever, if the event-triggered threshold argument is a constant, it is difficult to fit in the variety of outside and
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internal environments. The methods for solving this problem can be summarized as the following two types:
the adaptive event-triggered mechanism and the dynamic event-triggered mechanism (DETM) [28,29]. For in-
stance, the authors in [30] proposed an improved dynamic ETM to handle fault detections and isolation issues.
And the authors in [31] studied the adaptive event-triggered problem of networked interconnected systems. It
should be noted that the majority of triggering conditions are devised based on the diversity between the cur-
rent sampling signal and the latest released packet [32]. In the above DETM methods, when the relative error
between two sampled signals is faint, the current packet is unlikely to be released. Thus, the error message is
not sufficient to reflex all dynamic characteristics. A sensitive DETM should consider more system trends in
order to achieve a good balance between system performance and utilization of communication resources [33].
For instance, during the transient process, when the system dynamic curve achieves the response peak, the
proportional error among two sampled signals is faint [34]. The DETM is unlikely to deliver the packet. How-
ever, we expect more sampled signals to be delivered in order to curtail the transient process. For this purpose,
we design a weight-based dynamic METM on the base of the existing literature [35,36]. Applying some of the
recently released information to ETM has shown to be effective in improving system performance. Obviously,
the dynamicMETMcan appropriately releasemore packets and get better control performance under the same
triggering parameters within a predefined limited time interval [37]. To our knowledge, there are few results on
dynamic memory event-triggered control for the interconnected semi-Markovian jump systems, which is the
second motivation that lead to our current study.

Enlightened by the viewpoints above, this paper focuses on the decentralized control for a dynamic mem-
ory event-triggered interconnected S-MJSs with partially accessible TRs. The main highlights of this paper
are summarized below: (1) a decentralized control model for the S-MJSs with partially accessible transition
rates is constructed, where a weight-based dynamic METM is first developed to reduce the signal communi-
cation burden and save limited broadband resources; (2) construct a semi-Markovian jump mode-depended
Lyapunov-Krasovskii functional, and some sufficient conditions are deduced to guarantee the asymptotic sta-
bility of the considered system. The controller gain matrices and weighting matrices of dynamic METM are
gained in terms of the LMIs technique. Meanwhile, the design scheme proposed is verified via a simulation
example.

The rest of this paper is described as below: Interconnected semi-Markovian jump system models with mem-
ory event-triggered mechanisms are established in Section 2. Some main results are presented in Section 3. A
simulation example is given in Section 4, and a concise conclusion is drawn in Section 5.

Notation: In this paper, R𝑛 and R𝑛×𝑚 represent the n-dimensional Euclidean space and the set of 𝑛 × 𝑚 real
matrix respectively; the superscripts 𝑃T and 𝑃−1 stand for transposition and inverse, respectively; 𝑑𝑖𝑎𝑔{· · · }
indicates a block diagonal matrix; 𝑄 > 0(≥ 0) denotes a positive matrix; E{𝑋} submits the mathematical
expectation of the stochastic variable 𝑋 ; the notation ” ∗ ” stands for the symmetric structure.

2. PROBLEM STATEMENT
2.1. System model description
Consider an interconnected semi-Markovian system, which is defined in a fixed probability space (𝑋, 𝐹, 𝑃)
and composed of 𝑁 subsystems 𝑋𝑖 (𝑖 = 1, 2, · · · , 𝑁). The dynamic description of the 𝑖 th subsystem is as follows

¤𝑥𝑖 (𝑡) = A𝑖 (𝑟𝑡)𝑥𝑖 (𝑡) + B𝑖 (𝑟𝑡)𝑢𝑖 (𝑡) +
𝑁∑

𝑗=1, 𝑗≠𝑖
G𝑗𝑖 (𝑟𝑡)𝑥 𝑗 (𝑡), (1)

where 𝑥𝑖 (𝑡) ∈ R𝑛𝑖 and 𝑢𝑖 (𝑡) represent the state vector of the 𝑖 th subsystem and control input, respectively. The
matrices A𝑖 (𝑟𝑡), B𝑖 (𝑟𝑡) are of proper dimensions. G𝑗𝑖 (𝑟𝑡) denotes the interconnection matrix of the 𝑖 th and
𝑗 th subsystems; {𝑟𝑡 ≥ 0} defines a continuous time semi-Markovian process taking discrete values in a finite

http://dx.doi.org/10.20517/ces.2023.10


Page 4 of 23 Tan et al. Complex Eng Syst 2023;3:6 I http://dx.doi.org/10.20517/ces.2023.10

Figure 1. A framework of decentralized control system with METM.

set 𝑆 = {1, 2, · · · , 𝑠} and the generator is given by

𝑃𝑟{𝑟𝑡+𝛿 = 𝑙 |𝑟𝑡 = 𝑚} =
{
𝜋𝑚𝑙 (𝛿)𝛿 + 𝑜(𝛿), 𝑚 ≠ 𝑙,

1 + 𝜋𝑚𝑚 (𝛿)𝛿 + 𝑜(𝛿), 𝑚 = 𝑙,
(2)

where 𝛿 > 0 and lim
𝛿→0

𝑜(𝛿)
𝛿 = 0, 𝜋𝑚𝑙 (𝛿) > 0, 𝑚 ≠ 𝑙, denotes the transition rate from mode 𝑚 at time 𝑡 to mode

𝑙 at time 𝑡 + 𝛿, and satisfies 𝜋𝑚𝑚 (𝛿) = −∑𝑠
𝑙=1,𝑙≠𝑚 𝜋𝑚𝑙 (𝛿) < 0, for each 𝑟𝑡 = 𝑚 ∈ 𝑆. More universal uncertain

transition rates are taken into account with the following cases. (1) 𝜋𝑚𝑙 (𝛿) is completely unknown; (2) 𝜋𝑚𝑙 (𝛿) is
not completely known but there are upper and lower bounds. In case (2), we assume that 𝜋𝑚𝑙 (𝛿) ∈ [𝜋𝑚𝑙 , 𝜋𝑚𝑙],
inwhich 𝜋𝑚𝑙 and 𝜋𝑚𝑙 are known real constantsmeaning the lower and upper bounds of 𝜋𝑚𝑙 (𝛿) respectively. The
parameter matrix of the system (1) can be abbreviated as (A𝑖𝑚 ,G𝑗𝑖𝑚 ,B𝑖𝑚). The TRs matrix can be described
as 

𝜋11(𝛿) ? 𝜋13(𝛿) · · · ?
? ? 𝜋23(𝛿) · · · 𝜋2𝑠 (𝛿)
...

...
...

...
...

? 𝜋𝑠2(𝛿) ? · · · 𝜋𝑠𝑠 (𝛿)


where ”?” represents a completely unknown element of TRs. For brevity, ∀𝑚 ∈ 𝑆, let

∧
𝑚 =

∧
𝑚,𝑘

∪∧
𝑚,𝑢𝑘 ,

where
∧
𝑚,𝑘 = {𝑙 : 𝜋𝑚𝑙 (𝛿) known upper and lower bounds for 𝑙 ∈ 𝑆},∧𝑚,𝑢𝑘 = {𝑙 : 𝜋𝑚𝑙 (𝛿) completely unknown for

𝑙 ∈ 𝑆}.

2.2. Interconnected semi-Markovian jump systems with dynamic METM
To economize network resources and improve data transmission efficiency, here one introduces a dynamic
METM. Unlike the other ETM, which only uses instantaneous system information, the proposed METM con-
siders the historically triggered information. Suppose the event-triggered time of the current sampling data
is 𝑡𝑘ℎ, where 𝑡𝑘 (𝑘 = 1, 2, 3, · · · ) and ℎ represent some positive integers satisfying 𝑡𝑘 ⊂ {0, 1, 2, · · · } and the
sampling period of the sensor, respectively. Define the difference between the latest released sampling data
and the current sampling data

Δ(𝑘)
𝑞𝑖 (𝑡) = 𝑥𝑖 (𝑡𝑘−𝑞+1ℎ) − 𝑥𝑖 (𝑡𝑘ℎ + 𝜖ℎ), 𝑞 = 1, 2, · · · , 𝑀, (3)

where 𝜖 ∈ 𝑁1 = {1, 2, · · · }, 𝑀 denotes the memory length, and 𝑡𝑘ℎ indicates the event-triggered instant. The
next releasing instant 𝑡𝑘+1ℎ is determined as follows

𝑡𝑘+1ℎ = 𝑡𝑘ℎ + min
𝜖∈𝑁1

{𝜖ℎ |
𝑀∑
𝑞=1

𝛾𝑞 (Δ(𝑘)
𝑞𝑖 (𝑡))

TΩ𝑖Δ
(𝑘)
𝑞𝑖 (𝑡) > 𝜃𝑖 (𝑡)𝑥

T
𝑖 (𝑡𝑘ℎ + 𝜖ℎ)Ω𝑖𝑥𝑖 (𝑡𝑘ℎ + 𝜖ℎ)}, (4)
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where Ω𝑖 > 0 are the weighting matrix; 𝛾𝑞 ∈ [0, 1] are the weighting parameters of the corresponding packet
and satisfy

∑𝑀
𝑞=1 𝛾𝑞 = 1. 𝜃𝑖 (𝑡) are the memory event-triggered threshold and meet the following conditions

¤𝜃𝑖 (𝑡) = ( 1
𝜃2
𝑖 (𝑡)

− 𝜃0

𝜃𝑖 (𝑡)
)
𝑀∑
𝑞=1

𝛾𝑞 (Δ(𝑘)
𝑞𝑖 (𝑡))

TΩ𝑖Δ
(𝑘)
𝑞𝑖 (𝑡), (5)

where 𝜃𝑖 (𝑡) ∈ (0, 1] and 𝜃0 > 0 is used to regulate the release rate of sampling data. The framework of the
decentralized control for interconnected semi-Markovian jump systems with a dynamic METM is shown in
Figure 1.

Remark 1. From (5), we can obtain that the dynamic threshold 𝜃𝑖 (𝑡) is related to the error variable 𝑒(𝑘)𝑞𝑖 (𝑡).
When the error variable tends to zero, for instance, the system tends to be stable at the equilibrium, the dynamic
threshold converges to a constant. When ¤𝜃𝑖 (𝑡) > 0, 𝜃𝑖 (𝑡) is monotonically increasing, which means that the
release rate of data at the sampling time will reduce. On the contrary, when ¤𝜃𝑖 (𝑡) < 0, 𝜃𝑖 (𝑡) is monotonically
decreasing, the release rate of data at the sampling time will increase. In particular, when ¤𝜃𝑖 (𝑡) ≡ 0, the event-
triggered condition becomes the traditional memory event-triggered condition [22].

Remark 2. By using the historical trigger signals, a memory-base event-triggered condition is proposed in (4),
where the past events are assigned appropriate weighting values. This METM can not only save network re-
sources but also can improve the fault tolerance of the event-triggeringmechanism compared to the traditional
design.

We divide the sampling time interval [𝑡𝑘ℎ + 𝜏𝑘 , 𝑡𝑘+1ℎ + 𝜏𝑘+1) into 𝜀𝑀 + 1 parts as follows:

[𝑡𝑘ℎ + 𝜏𝑘 , 𝑡𝑘+1ℎ + 𝜏𝑘+1) = ∪𝜀𝑀𝑙=0𝐼𝑙 , (6)

where 𝑙 = 0, 1, 2, · · · , 𝜀𝑀 , 𝜀𝑀 = min{𝑙 |𝑡𝑘ℎ+(𝑙+1)ℎ+𝜏𝑘 ≥ 𝑡𝑘+1ℎ+𝜏𝑘+1} and 𝐼𝑙 = [𝑡𝑘ℎ+𝑙ℎ+𝜏𝑘 , 𝑡𝑘+1ℎ+𝑙ℎ+ℎ+𝜏𝑘+1),
𝜏𝑘 denotes the network induced delay. Define delay function 𝜏𝑖 (𝑡) = 𝑡 − (𝑡𝑘ℎ + 𝜖ℎ), and we can get

0 ≤ 𝜏𝑘 ≤ 𝜏𝑖 (𝑡) ≤ 𝜏𝑘 + ℎ ≤ 𝜏𝑀 , 𝑡 ∈ 𝐼𝑙 . (7)

Define the error variable 𝑒(𝑘)𝑞𝑖 (𝑡) = 𝑥𝑖 (𝑡𝑘−𝑞+1ℎ)−𝑥𝑖 (𝑡𝑘ℎ+𝜖ℎ), and combine the delay function 𝜏𝑖 (𝑡) = 𝑡−(𝑡𝑘ℎ+𝜖ℎ),
then we can obtain

𝑥𝑖 (𝑡𝑘−𝑞+1ℎ) = 𝑒(𝑘)𝑞𝑖 (𝑡) + 𝑥𝑖 (𝑡𝑘ℎ + 𝜖ℎ) = 𝑒
(𝑘)
𝑞𝑖 (𝑡) + 𝑥𝑖 (𝑡 − 𝜏𝑖 (𝑡)). (8)

The control input 𝑢𝑖 (𝑡) in system (1) can be designed as

𝑢𝑖 (𝑡) =
𝑀∑
𝑞=1

𝐾
𝑞
𝑖 (𝑟𝑡)𝑥𝑖 (𝑡𝑘−𝑞+1ℎ) =

𝑀∑
𝑞=1

𝐾
𝑞
𝑖 (𝑟𝑡) [𝑒

(𝑘)
𝑞𝑖 (𝑡) + 𝑥𝑖 (𝑡 − 𝜏𝑖 (𝑡))], 𝑡 ∈ 𝐼𝑙 . (9)

Based on the above analysis, system (1) can be rewritten as

¤𝑥𝑖 (𝑡) = A𝑖𝑚𝑥𝑖 (𝑡) + B𝑖𝑚
𝑀∑
𝑞=1

𝐾
𝑞
𝑖𝑚𝑥𝑖 (𝑡 − 𝜏𝑖 (𝑡)) + B𝑖𝑚

𝑀∑
𝑞=1

𝐾
𝑞
𝑖𝑚𝑒

(𝑘)
𝑞𝑖 (𝑡) +

𝑁∑
𝑗=1, 𝑗≠𝑖

G𝑗𝑖𝑚𝑥 𝑗 (𝑡), (10)

where 𝐾𝑞𝑖𝑚 is the controller gain matrix. Next, a definition and some lemmas will be innovated to deduce the
subsequent results of this paper.

Definition 1( [16]): Suppose 𝑉 (𝑥(𝑡), 𝑟𝑡 , 𝑡 ≥ 0) is a functional candidate, then the infinitesimal operator =𝑉 (𝑡)
is represented as

=𝑉 (𝑥(𝑡), 𝑟𝑡) = lim
𝛿→0

𝐸{𝑉 (𝑥(𝑡 + 𝛿), 𝑟𝑡+𝛿) |𝑥(𝑡), 𝑟𝑡} −𝑉 (𝑥(𝑡), 𝑟𝑡)
𝛿

. (11)
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Lemma 1( [38]): For a given scalar 𝜇𝑖 ∈ (0, 1), the continuous function 𝜏𝑖 (𝑡) ∈ (0, 𝜏𝑀 ] and ¤𝑥𝑖 (𝑡) : [−𝜏𝑀 , 0) →
R𝑛𝑖 , there exist positive symmetric matrices R𝑖 ∈ R𝑛𝑖×𝑛𝑖 and S𝑖 ∈ R2𝑛𝑖×2𝑛𝑖 to make the inequality hold

𝜏𝑀

∫ 𝑡

𝑡−𝜏𝑀
¤𝑥T
𝑖 (𝑠)R𝑖 ¤𝑥𝑖 (𝑠)𝑑𝑠 ≥ 𝜔T

1 R̃1𝑖𝜔1 + 𝜔T
2 R̃2𝑖𝜔2 + 2𝜔T

1S𝑖𝜔2, (12)

where

R̃1𝑖 = R̃𝑖 + (1 − 𝜇𝑖)(R̃𝑖 − S𝑖R̃−1
𝑖 ST

𝑖 ), R̃2𝑖 = R̃𝑖 + 𝜇𝑖 (R̃𝑖 − ST
𝑖 R̃−1

𝑖 S𝑖), R̃𝑖 = 𝑑𝑖𝑎𝑔{R𝑖 , 3R𝑖},

𝜔1 =

[
𝑥𝑖 (𝑡 − 𝜏𝑖 (𝑡)) − 𝑥𝑖 (𝑡 − 𝜏𝑀 )

𝑥𝑖 (𝑡 − 𝜏𝑖 (𝑡)) + 𝑥𝑖 (𝑡 − 𝜏𝑀 ) − 2𝜌1𝑖

]
, 𝜔2 =

[
𝑥𝑖 (𝑡) − 𝑥𝑖 (𝑡 − 𝜏𝑖 (𝑡)

𝑥𝑖 (𝑡) + 𝑥𝑖 (𝑡 − 𝜏𝑖 (𝑡)) − 2𝜌2𝑖

]
,

S𝑖 =
[
S1𝑖 S2𝑖
S3𝑖 S4𝑖

]
, 𝜌1𝑖 =

1
𝜏𝑖 (𝑡)

∫ 𝑡

𝑡−𝜏𝑖 (𝑡)
𝑥𝑖 (𝑠)𝑑𝑠, 𝜌2𝑖 =

1
𝜏𝑀 − 𝜏𝑖 (𝑡)

∫ 𝑡−𝜏𝑖 (𝑡)

𝑡−𝜏𝑀
𝑥𝑖 (𝑠)𝑑𝑠.

Lemma 2( [39,40]): For a real scalar 𝛼𝑖 > 0, the matrices𝑊𝑖 > 0, 𝑋𝑖𝑚 > 0, the following inequality holds

−𝑋𝑖𝑚𝑊−1
𝑖 𝑋𝑖𝑚 ≤ −2𝛼𝑖𝑋𝑖𝑚 + 𝛼2

𝑖𝑊𝑖 , 𝑚 ∈ 𝑆. (13)

3. MAIN RESULTS
Our purpose is to co-design the memory controller (9) and dynamic METM (4) so that system (10) with
partially accessible transition rates is stochastically stable. By utilizing the Lyapunov function method, some
sufficient conditions that insure the stochastic stability of the interconnected semi-Markovian system (10) are
given. Then, a controller design scheme based on LMI is given in Theorem 2.

Theorem 1. For given positive real number 𝜏𝑀 > 0, 𝛼𝑖 > 0, 𝛾 > 0, 𝜀0 > 0, 𝜀𝑖 𝑗 > 0 ( 𝑗 = 1, 2, 3, · · · , 𝑀 + 3),
and 𝜇𝑖 ∈ (0, 1), the interconnected semi-Markovian jump control system (10) is said to be randomly stable
with partially accessible transition rates and dynamic METM if there are positive symmetric matrices P𝑖𝑚 > 0,
Q𝑖𝑚 > 0, Q𝑖 > 0, R𝑖 > 0, Ω𝑖 > 0, and matrices 𝐾𝑞𝑖𝑚 , S1𝑖 , S2𝑖 , S3𝑖 and S4𝑖 with proper dimensions, such that the
following matrix inequalities hold:

Case 1. If∧𝑚,𝑘 ≠ ∅ and∧
𝑚,𝑢𝑘 ≠ ∅, 𝑚 ∈ ∧

𝑚,𝑘 , for ∀ 𝑗 ∈
∧
𝑚,𝑢𝑘 , we have



Ξ̃𝑖𝑚 ∗ ∗ ∗ ∗ ∗ · · · ∗ ∗ ∗
Γ11
𝑖𝑚 −P̌𝑖𝑚 ∗ ∗ ∗ ∗ · · · ∗ ∗ ∗

Γ21
𝑖𝑚 0 −R𝑖 ∗ ∗ ∗ · · · ∗ ∗ ∗

Γ31
𝑖𝑚 0 0 −𝜀𝑖2R𝑖 ∗ ∗ · · · ∗ ∗ ∗

Γ41
𝑖𝑚 0 0 0 −𝜀𝑖3R𝑖 ∗ · · · ∗ ∗ ∗

Γ51
𝑖𝑚 0 0 0 0 −𝜀𝑖4R𝑖 · · · ∗ ∗ ∗
...

...
...

...
...

...
. . .

...
...

...

Γ61
𝑖𝑚 0 0 0 0 0 · · · −𝜀𝑖,𝑀+3R𝑖 ∗ ∗

Γ71
𝑖𝑚 0 0 0 0 0 · · · 0 −Ř𝑖 ∗

Γ81
𝑖𝑚 0 0 0 0 0 · · · 0 0 −R̂𝑖



< 0, (14)

−Q𝑖 +
∑

𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ)(Q𝑖𝑙 − Q𝑖 𝑗 ) < 0, (15)
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where

Ξ̃𝑖𝑚 =



Ξ̃11
𝑖𝑚 ∗ ∗ ∗ ∗ ∗ · · · ∗

Ξ̃21
𝑖𝑚 Ξ̃22

𝑖𝑚 ∗ ∗ ∗ ∗ · · · ∗
Ξ̃31
𝑖𝑚 Ξ̃32

𝑖𝑚 Ξ̃33
𝑖𝑚 ∗ ∗ ∗ · · · ∗

Ξ̃41
𝑖𝑚 Ξ̃42

𝑖𝑚 Ξ̃43
𝑖𝑚 Ξ̃44

𝑖𝑚 ∗ ∗ · · · ∗
Ξ̃51
𝑖𝑚 Ξ̃52

𝑖𝑚 −S4𝑖 S4𝑖 Ξ̃55
𝑖𝑚 ∗ · · · ∗

Ξ̃61
𝑖𝑚 0 0 0 0 Ξ̃66

𝑖𝑚 · · · ∗
...

...
...

...
...

...
. . .

...

Ξ̃𝑀+5,1
𝑖𝑚 0 0 0 0 0 · · · Ξ̃𝑀+5,𝑀+5

𝑖𝑚


,

Ξ̃11
𝑖𝑚 = 𝑠𝑦𝑚{P𝑖𝑚A𝑖𝑚} + 𝜏𝑀Q𝑖 − 4(1 + 𝜇𝑖)R𝑖 + Q𝑖𝑚 +

∑
𝑙∈∧𝑚,𝑢𝑘

𝜋𝑚𝑙 (ℎ)
−𝜆𝑘

[
∑

𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ) (P𝑖𝑙 − P𝑖 𝑗 )] .

Case 2. If∧𝑚,𝑘 ≠ ∅ and∧
𝑚,𝑢𝑘 ≠ ∅, 𝑚 ∈ ∧

𝑚,𝑢𝑘 , for ∀ 𝑗 ∈
∧
𝑚,𝑢𝑘 , we have

Ξ̂𝑖𝑚 ∗ ∗ ∗ ∗ ∗ · · · ∗ ∗ ∗
Γ11
𝑖𝑚 −P̌𝑖𝑚 ∗ ∗ ∗ ∗ · · · ∗ ∗ ∗

Γ21
𝑖𝑚 0 −R𝑖 ∗ ∗ ∗ · · · ∗ ∗ ∗

Γ31
𝑖𝑚 0 0 −𝜀𝑖2R𝑖 ∗ ∗ · · · ∗ ∗ ∗

Γ41
𝑖𝑚 0 0 0 −𝜀𝑖3R𝑖 ∗ · · · ∗ ∗ ∗

Γ51
𝑖𝑚 0 0 0 0 −𝜀𝑖4R𝑖 · · · ∗ ∗ ∗
...

...
...

...
...

...
. . .

...
...

...

Γ61
𝑖𝑚 0 0 0 0 0 · · · −𝜀𝑖,𝑀+3R𝑖 ∗ ∗

Γ71
𝑖𝑚 0 0 0 0 0 · · · 0 −Ř𝑖 ∗

Γ81
𝑖𝑚 0 0 0 0 0 · · · 0 0 −R̂𝑖



< 0, (16)

P𝑖𝑚 − P𝑖 𝑗 ≥ 0,Q𝑖𝑚 − Q𝑖 𝑗 ≥ 0, (17)

−Q𝑖 +
∑

𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ)(Q𝑖𝑙 − Q𝑖 𝑗 ) < 0, (18)

where

Ξ̂𝑖𝑚 =



Ξ̂11
𝑖𝑚 ∗ ∗ ∗ ∗ ∗ · · · ∗

Ξ̃21
𝑖𝑚 Ξ̃22

𝑖𝑚 ∗ ∗ ∗ ∗ · · · ∗
Ξ̃31
𝑖𝑚 Ξ̃32

𝑖𝑚 Ξ̃33
𝑖𝑚 ∗ ∗ ∗ · · · ∗

Ξ̃41
𝑖𝑚 Ξ̃42

𝑖𝑚 Ξ̃43
𝑖𝑚 Ξ̃44

𝑖𝑚 ∗ ∗ · · · ∗
Ξ̃51
𝑖𝑚 Ξ̃52

𝑖𝑚 −S4𝑖 S4𝑖 Ξ̃55
𝑖𝑚 ∗ · · · ∗

Ξ̃61
𝑖𝑚 0 0 0 0 Ξ̃66

𝑖𝑚 · · · ∗
...

...
...

...
...

...
. . .

...

Ξ̃𝑀+5,1
𝑖𝑚 0 0 0 0 0 · · · Ξ̃𝑀+5,𝑀+5

𝑖𝑚


,

Ξ̂11
𝑖𝑚 = 𝑠𝑦𝑚{P𝑖𝑚A𝑖𝑚} + Q𝑖𝑚 + 𝜏𝑀Q𝑖 − 4(1 + 𝜇𝑖)R𝑖

+
∑

𝑙∈∧𝑚,𝑢𝑘

𝜋𝑚𝑙 (ℎ)
−𝜋𝑚𝑚 (ℎ) − 𝜆𝑘

[
∑

𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ) (P𝑖𝑙 − P𝑖 𝑗 ) + 𝜋𝑚𝑚 (ℎ)(P𝑖𝑙 − P𝑖 𝑗 )] .
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Case 3. If∧𝑚,𝑘 = ∅,∧𝑚,𝑢𝑘 ≠ ∅, 𝑚 ∈ ∧
𝑚,𝑢𝑘 , and there exist 𝑙 ≠ 𝑚 and 𝑙 ∈ ∧

𝑚,𝑢𝑘 , we have



Ξ̌𝑖𝑚 ∗ ∗ ∗ ∗ ∗ · · · ∗ ∗ ∗
Γ11
𝑖𝑚 −P̌𝑖𝑚 ∗ ∗ ∗ ∗ · · · ∗ ∗ ∗

Γ21
𝑖𝑚 0 −R𝑖 ∗ ∗ ∗ · · · ∗ ∗ ∗

Γ31
𝑖𝑚 0 0 −𝜀𝑖2R𝑖 ∗ ∗ · · · ∗ ∗ ∗

Γ41
𝑖𝑚 0 0 0 −𝜀𝑖3R𝑖 ∗ · · · ∗ ∗ ∗

Γ51
𝑖𝑚 0 0 0 0 −𝜀𝑖4R𝑖 · · · ∗ ∗ ∗
...

...
...

...
...

...
. . .

...
...

...

Γ61
𝑖𝑚 0 0 0 0 0 · · · −𝜀𝑖,𝑀+3R𝑖 ∗ ∗

Γ71
𝑖𝑚 0 0 0 0 0 · · · 0 −Ř𝑖 ∗

Γ81
𝑖𝑚 0 0 0 0 0 · · · 0 0 −R̂𝑖



< 0, (19)

where

Ξ̌𝑖𝑚 =



Ξ̌11
𝑖𝑚 ∗ ∗ ∗ ∗ ∗ · · · ∗

Ξ̃21
𝑖𝑚 Ξ̃22

𝑖𝑚 ∗ ∗ ∗ ∗ · · · ∗
Ξ̃31
𝑖𝑚 Ξ̃32

𝑖𝑚 Ξ̃33
𝑖𝑚 ∗ ∗ ∗ · · · ∗

Ξ̃41
𝑖𝑚 Ξ̃42

𝑖𝑚 Ξ̃43
𝑖𝑚 Ξ̃44

𝑖𝑚 ∗ ∗ · · · ∗
Ξ̃51
𝑖𝑚 Ξ̃52

𝑖𝑚 −S4𝑖 S4𝑖 Ξ̃55
𝑖𝑚 ∗ · · · ∗

Ξ̃61
𝑖𝑚 0 0 0 0 Ξ̃66

𝑖𝑚 · · · ∗
...

...
...

...
...

...
. . .

...

Ξ̃𝑀+5,1
𝑖𝑚 0 0 0 0 0 · · · Ξ̃𝑀+5,𝑀+5

𝑖𝑚


,

Ξ̌11
𝑖𝑚 = 𝑠𝑦𝑚{P𝑖𝑚A𝑖𝑚} + Q𝑖𝑚 + 𝜏𝑀Q𝑖 − 4(1 + 𝜇𝑖)R𝑖 + 𝑎𝑚𝜋𝑙𝑙 (ℎ) (P𝑖𝑚 − P𝑖 𝑗 ).
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In addition, the other scalars are given as follows

Ξ̃21
𝑖𝑚 =

𝑀∑
𝑞=1

(𝐾𝑞𝑖𝑚)
TBT

𝑖𝑚P𝑖𝑚 − 2(1 + 𝜇𝑖)R𝑖 − S1𝑖 − S2𝑖 − S3𝑖 − S4𝑖 ,

Ξ̃22
𝑖𝑚 = −2(4 + 𝜇𝑖)R𝑖 − 2S1𝑖 + 2S2𝑖 − 2S3𝑖 + 2S4𝑖 +Ω𝑖 , Ξ̃

31
𝑖𝑚 = −S1𝑖 − S2𝑖 + S3𝑖 + S4𝑖 ,

Ξ̃32
𝑖𝑚 = −2(2 − 𝜇𝑖)R𝑖 + S1𝑖 − S2𝑖 − S3𝑖 + S4𝑖 , Ξ̃

33
𝑖𝑚 = −Q𝑖𝑚 − 4(2 − 𝜇𝑖)R𝑖 ,

Ξ̃41
𝑖𝑚 = −S3𝑖 − S4𝑖 , Ξ̃

42
𝑖𝑚 = S3𝑖 − S4𝑖 + 3(2 − 𝜇𝑖)R𝑖 , Ξ̃43

𝑖𝑚 = 3(2 − 𝜇𝑖)R𝑖 , Ξ̃44
𝑖𝑚 = −3(2 − 𝜇𝑖)R𝑖 ,

Ξ̃51
𝑖𝑚 = 3(1 + 𝜇𝑖)R𝑖 , Ξ̃52

𝑖𝑚 = −S2𝑖 + 3(1 + 𝜇𝑖)R𝑖 , Ξ̃55
𝑖𝑚 = −3(1 + 𝜇𝑖)R𝑖 ,

Ξ̃61
𝑖𝑚 = (𝐾1

𝑖𝑚)TBT
𝑖𝑚P𝑖𝑚 , Ξ̃66

𝑖𝑚 = −𝜃0𝛾1Ω𝑖 , Ξ̃
𝑀+5,1
𝑖𝑚 = (𝐾𝑀

𝑖𝑚)TBT
𝑖𝑚P𝑖𝑚 , Ξ̃

𝑀+5,𝑀+5
𝑖𝑚 = −𝜃0𝛾𝑀Ω𝑖 ,

Γ11
𝑖𝑚 =

[
GT
𝑖 𝑗𝑚P𝑖𝑚 0 0 0 0 0 · · · 0

]
,

P̌𝑖𝑚 = −(𝑁 − 1)−1𝑑𝑖𝑎𝑔{𝜀−1
𝑖1 P𝑖𝑚 , · · · , 𝜀−1

𝑗1P 𝑗𝑚 , 𝑗≠𝑖 , · · · , 𝜀−1
𝑁1P𝑁𝑚},

Γ21
𝑖𝑚 = 𝜏𝑀R𝑖

[
A𝑖𝑚 B𝑖𝑚

∑𝑀
𝑞=1 𝐾

𝑞
𝑖𝑚 0 0 0 B𝑖𝑚𝐾1

𝑖𝑚 · · · B𝑖𝑚𝐾𝑀
𝑖𝑚

]
,

Γ31
𝑖𝑚 = 𝜏𝑀R𝑖

[
A𝑖𝑚 0 0 0 0 0 · · · 0

]
,

Γ41
𝑖𝑚 = 𝜏𝑀R𝑖

[
0 B𝑖𝑚

∑𝑀
𝑞=1 𝐾

𝑞
𝑖𝑚 0 0 0 0 · · · 0

]
,

Γ51
𝑖𝑚 = 𝜏𝑀R𝑖

[
0 0 0 0 0 B𝑖𝑚𝐾1

𝑖𝑚 · · · 0
]
,

Γ61
𝑖𝑚 = 𝜏𝑀R𝑖

[
0 0 0 0 0 0 · · · B𝑖𝑚𝐾𝑀

𝑖𝑚

]
,

Γ71
𝑖𝑚 = 𝜏𝑀R𝑖

[
G𝑖 𝑗𝑚 0 0 0 0 0 · · · 0

]
,

Ř𝑖 = −(𝑁 − 1)−1𝑑𝑖𝑎𝑔{(1 + 𝜀𝑖2 + 𝜀𝑖3 + · · · + 𝜀𝑖,𝑀+3)−1R1, · · · , (1 + 𝜀 𝑗2 + 𝜀 𝑗3 + · · · + 𝜀 𝑗 ,𝑀+3)−1R 𝑗 , 𝑗≠𝑖 ,

· · · , (1 + 𝜀𝑁2 + 𝜀𝑁3 + · · · + 𝜀𝑁,𝑀+3)−1R𝑁 },

Γ81
𝑖𝑚 =


0 S1𝑖 + S3𝑖 −S1𝑖 + S3𝑖 −S3𝑖 0 0 · · · 0
0 S2𝑖 + S4𝑖 −S2𝑖 + S4𝑖 −S4𝑖 0 0 · · · 0

S1𝑖 + S3𝑖 −S1𝑖 + S3𝑖 0 0 −S3𝑖 0 · · · 0
S2𝑖 + S4𝑖 −S2𝑖 + S4𝑖 0 0 −S4𝑖 0 · · · 0


,

R̂𝑖 = 𝑑𝑖𝑎𝑔{−(1 − 𝜇𝑖)−1R𝑖 ,−3(1 − 𝜇𝑖)−1R𝑖 ,−𝜇−1
𝑖 R𝑖 ,−3𝜇−1

𝑖 R𝑖}.

Proof : Define the following Lyapunov-Krasovskii functional 𝑉 (𝑥(𝑡), 𝑟𝑡):

𝑉 (𝑥(𝑡), 𝑟𝑡) =
𝑁∑
𝑖=1

[𝑉1(𝑥𝑖 (𝑡), 𝑟𝑡) +𝑉2(𝑥𝑖 (𝑡), 𝑟𝑡) +𝑉3(𝑥𝑖 (𝑡), 𝑟𝑡) +𝑉4(𝑥𝑖 (𝑡), 𝑟𝑡)], (20)

where

𝑉1(𝑥𝑖 (𝑡), 𝑟𝑡) = 𝑥T
𝑖 (𝑡)P𝑖 (𝑟𝑡)𝑥𝑖 (𝑡),

𝑉2(𝑥𝑖 (𝑡), 𝑟𝑡) =
∫ 𝑡

𝑡−𝜏𝑀
𝑥T
𝑖 (𝑠)Q𝑖 (𝑟𝑡)𝑥𝑖 (𝑠)𝑑𝑠 +

∫ 0

−𝜏𝑀

∫ 𝑡

𝑡+𝜈
𝑥T
𝑖 (𝑠)Q𝑖𝑥𝑖 (𝑠)𝑑𝑠𝑑𝜈,

𝑉3(𝑥𝑖 (𝑡), 𝑟𝑡) = 𝜏𝑀
∫ 0

−𝜏𝑀

∫ 𝑡

𝑡+𝜈
¤𝑥T
𝑖 (𝑠)R𝑖 ¤𝑥𝑖 (𝑠)𝑑𝑠𝑑𝜈,

𝑉4(𝑥𝑖 (𝑡), 𝑟𝑡) =
1
2
𝜃2
𝑖 (𝑡).

According to Definition 1, we can get
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=𝑉1(𝑥𝑖 (𝑡), 𝑟𝑡)

= lim
𝛿→0+

1
𝛿
{[

𝑠∑
𝑙=1,𝑙≠𝑚

𝑃𝑟{𝑟𝑡+𝛿 = 𝑙 |𝑟𝑡 = 𝑚}𝑥T
𝑖 (𝑡 + 𝛿)P𝑖𝑙𝑥𝑖 (𝑡 + 𝛿)]

+ [𝑃𝑟{𝑟𝑡+𝛿 = 𝑚 |𝑟𝑡 = 𝑚}𝑥T
𝑖 (𝑡 + 𝛿)P𝑖𝑚𝑥𝑖 (𝑡 + 𝛿) − 𝑥T

𝑖 (𝑡)P𝑖𝑚𝑥𝑖 (𝑡)]}

= lim
𝛿→0+

1
𝛿
[

𝑠∑
𝑙=1,𝑙≠𝑚

𝑃𝑟{𝑟𝑡+𝛿 = 𝑙, 𝑟𝑡 = 𝑚}
𝑃𝑟{𝑟𝑡 = 𝑚}

𝑥T
𝑖 (𝑡 + 𝛿)P𝑖𝑙𝑥𝑖 (𝑡 + 𝛿)]

+ lim
𝛿→0+

1
𝛿
[𝑃𝑟{𝑟𝑡+𝛿 = 𝑚, 𝑟𝑡 = 𝑚}

𝑃𝑟{𝑟𝑡 = 𝑚}
𝑥T
𝑖 (𝑡 + 𝛿)P𝑖𝑚𝑥𝑖 (𝑡 + 𝛿) − 𝑥T

𝑖 (𝑡)P𝑖𝑚𝑥𝑖 (𝑡)]

= lim
𝛿→0+

1
𝛿
[

𝑠∑
𝑙=1,𝑙≠𝑚

𝜆𝑚𝑙 (𝜙𝑚 (ℎ + 𝛿) − 𝜙𝑚 (ℎ))
1 − 𝜙𝑚 (ℎ)

𝑥T
𝑖 (𝑡 + 𝛿)P𝑖𝑙𝑥𝑖 (𝑡 + 𝛿)]

+ lim
𝛿→0+

1
𝛿
[1 − 𝜙𝑚 (ℎ + 𝛿)

1 − 𝜙𝑚 (ℎ)
𝑥T
𝑖 (𝑡 + 𝛿)P𝑖𝑚𝑥𝑖 (𝑡 + 𝛿) − 𝑥T

𝑖 (𝑡)P𝑖𝑚𝑥𝑖 (𝑡)]

= lim
𝛿→0+

1
𝛿
[

𝑠∑
𝑙=1,𝑙≠𝑚

𝜆𝑚𝑙 (𝜙𝑚 (ℎ + 𝛿) − 𝜙𝑚 (ℎ))
1 − 𝜙𝑚 (ℎ)

𝑥T
𝑖 (𝑡 + 𝛿)P𝑖𝑙𝑥𝑖 (𝑡 + 𝛿)]

+ lim
𝛿→0+

1
𝛿
[1 − 𝜙𝑚 (ℎ + 𝛿)

1 − 𝜙𝑚 (ℎ)
(𝑥T
𝑖 (𝑡 + 𝛿) − 𝑥T

𝑖 (𝑡))P𝑖𝑚𝑥𝑖 (𝑡 + 𝛿)]

+ lim
𝛿→0+

1
𝛿
[1 − 𝜙𝑚 (ℎ + 𝛿)

1 − 𝜙𝑚 (ℎ)
𝑥T
𝑖 (𝑡)P𝑖𝑚 (𝑥𝑖 (𝑡 + 𝛿) − 𝑥𝑖 (𝑡)) −

𝜙𝑚 (ℎ + 𝛿) − 𝜙𝑚 (ℎ)
1 − 𝜙𝑚 (ℎ)

𝑥T
𝑖 (𝑡)P𝑖𝑚𝑥𝑖 (𝑡)],

(21)

where ℎ is the dwell time when the system jumps from the previous mode to mode 𝑚, 𝜙𝑚 (ℎ) represents
the cumulative distribution function of residence time when the system (10) maintains in 𝑚 th mode, 𝜆𝑚𝑙
represents the probability density from mode 𝑚 to mode 𝑙. Using the properties of cumulative distribution
function, it can be seen that

lim
𝛿→0+

1 − 𝜙𝑚 (ℎ + 𝛿)
1 − 𝜙𝑚 (ℎ)

= 1, lim
𝛿→0+

1
𝛿

𝜙𝑚 (ℎ + 𝛿) − 𝜙𝑚 (ℎ)
1 − 𝜙𝑚 (ℎ)

= 𝜋𝑚 (ℎ), (22)

where 𝜋𝑚 (ℎ) represents the transition probability of the system in mode 𝑚. When 𝑚 ≠ 𝑙, we have 𝜋𝑚𝑙 (ℎ) =
𝜆𝑚𝑙𝜋𝑚 (ℎ) and 𝜋𝑚𝑚 (ℎ) = −∑𝑠

𝑙=1,𝑙≠𝑚 𝜋𝑚𝑙 (ℎ), one derives that =𝑉1(𝑥𝑖 (𝑡), 𝑟𝑡) = 𝑥T
𝑖 (𝑡) (

∑𝑠
𝑙=1,𝑙≠𝑚 𝜋𝑚𝑙 (ℎ)P𝑖𝑙)𝑥𝑖 (𝑡)

+ 2𝑥T
𝑖 (𝑡)P𝑖𝑚 ¤𝑥𝑖 (𝑡).

According to [22], there is a scalar 𝜀−1
𝑖1 ∈ (0, 𝜀−1

0 ], and we know that

𝑁∑
𝑖=1

2𝑥T
𝑖 (𝑡)P𝑖𝑚

𝑁∑
𝑗=1, 𝑗≠𝑖

G𝑗𝑖𝑚𝑥 𝑗 (𝑡) ≤
𝑁∑
𝑖=1

(𝜀𝑖1
𝑁∑

𝑗=1, 𝑗≠𝑖
𝑥T
𝑗 (𝑡)GT

𝑗𝑖𝑚P𝑖𝑚
𝑁∑

𝑗=1, 𝑗≠𝑖
G𝑗𝑖𝑚𝑥 𝑗 (𝑡) + 𝜀−1

𝑖1 𝑥
T
𝑖 (𝑡)P𝑖𝑚𝑥𝑖 (𝑡)). (23)

Similarly, the =𝑉2(𝑥𝑖 (𝑡), 𝑟𝑡),=𝑉3(𝑥𝑖 (𝑡), 𝑟𝑡),=𝑉4(𝑥𝑖 (𝑡), 𝑟𝑡) can be written as

=𝑉2(𝑥𝑖 (𝑡), 𝑟𝑡) = 𝑥T
𝑖 (𝑡)Q𝑖𝑚𝑥𝑖 (𝑡) − 𝑥T

𝑖 (𝑡 − 𝜏𝑀 )Q𝑖𝑚𝑥𝑖 (𝑡 − 𝜏𝑀 )

+ 𝜏𝑀𝑥T
𝑖 (𝑡)Q𝑖𝑥𝑖 (𝑡) +

∫ 𝑡

𝑡−𝜏𝑀
𝑥T
𝑖 (𝑠) (−Q𝑖 +

𝑠∑
𝑙=1

𝜋𝑚𝑙 (ℎ)Q𝑖𝑙)𝑥𝑖 (𝑠)𝑑𝑠,

=𝑉3(𝑥𝑖 (𝑡), 𝑟𝑡) = 𝜏2
𝑀 ¤𝑥T

𝑖 (𝑡)R𝑖 ¤𝑥𝑖 (𝑡) − 𝜏𝑀
∫ 𝑡

𝑡−𝜏𝑀
¤𝑥T
𝑖 (𝑠)R𝑖 ¤𝑥𝑖 (𝑠)𝑑𝑠,

=𝑉4(𝑥𝑖 (𝑡), 𝑟𝑡) =
1

𝜃𝑖 (𝑡)

𝑀∑
𝑞=1

𝛾𝑞 (Δ(𝑘)
𝑞𝑖 (𝑡))

TΩ𝑖Δ
(𝑘)
𝑞𝑖 (𝑡) − 𝜃0

𝑀∑
𝑞=1

𝛾𝑞 (Δ(𝑘)
𝑞𝑖 (𝑡))

TΩ𝑖Δ
(𝑘)
𝑞𝑖 (𝑡)

≤ 𝑥T
𝑖 (𝑡 − 𝜏𝑖 (𝑡))Ω𝑖𝑥𝑖 (𝑡 − 𝜏𝑖 (𝑡)) − 𝜃0

𝑀∑
𝑞=1

𝛾𝑞 (𝑒(𝑘)𝑞𝑖 (𝑡))
TΩ𝑖𝑒

(𝑘)
𝑞𝑖 (𝑡).
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According to Lemma 1, one further comes to

−𝜏𝑀
∫ 𝑡
𝑡−𝜏𝑀 ¤𝑥T

𝑖 (𝑠)R𝑖 ¤𝑥𝑖 (𝑠)𝑑𝑠 ≤ 𝜉T
𝑖 (𝑡)Ξ𝑖𝑚𝜉𝑖 (𝑡) + (1 − 𝜇𝑖)𝜔T

1S𝑖R̃−1
𝑖 ST

𝑖 𝜔1 + 𝜇𝑖𝜔T
2ST

𝑖 R̃−1
𝑖 S𝑖𝜔2, (24)

where

𝜉T
𝑖 (𝑡) =

[
𝑥T
𝑖 (𝑡) 𝑥T

𝑖 (𝑡 − 𝜏𝑖 (𝑡)) 𝑥T
𝑖 (𝑡 − 𝜏𝑀 ) 2𝜌T

1𝑖 2𝜌T
2𝑖
]
,

Ξ𝑖𝑚 =



Ξ11
𝑖𝑚 ∗ ∗ ∗ ∗

Ξ21
𝑖𝑚 Ξ22

𝑖𝑚 ∗ ∗ ∗
Ξ31
𝑖𝑚 Ξ32

𝑖𝑚 Ξ33
𝑖𝑚 ∗ ∗

Ξ41
𝑖𝑚 Ξ42

𝑖𝑚 Ξ43
𝑖𝑚 Ξ44

𝑖𝑚 ∗
Ξ51
𝑖𝑚 Ξ52

𝑖𝑚 Ξ53
𝑖𝑚 Ξ54

𝑖𝑚 Ξ55
𝑖𝑚


,

Ξ11
𝑖𝑚 = −4(1 + 𝜇𝑖)R𝑖 ,Ξ21

𝑖𝑚 = −2(1 + 𝜇𝑖)R𝑖 − S1𝑖 − S2𝑖 − S3𝑖 − S4𝑖 ,

Ξ22
𝑖𝑚 = −2(4 + 𝜇𝑖)R𝑖 − 2S1𝑖 + 2S2𝑖 − 2S3𝑖 + 2S4𝑖 ,Ξ

31
𝑖𝑚 = −S1𝑖 − S2𝑖 + S3𝑖 + S4𝑖 ,

Ξ32
𝑖𝑚 = −2(2 − 𝜇𝑖)R𝑖 + S1𝑖 − S2𝑖 − S3𝑖 + S4𝑖 ,Ξ

33
𝑖𝑚 = −4(2 − 𝜇𝑖)R𝑖 ,Ξ41

𝑖𝑚 = −S3𝑖 − S4𝑖 ,

Ξ42
𝑖𝑚 = S3𝑖 − S4𝑖 + 3(2 − 𝜇𝑖)R𝑖 ,Ξ43

𝑖𝑚 = 3(2 − 𝜇𝑖)R𝑖 ,Ξ44
𝑖𝑚 = −3(2 − 𝜇𝑖)R𝑖 ,

Ξ51
𝑖𝑚 = 3(1 + 𝜇𝑖)R𝑖 ,Ξ52

𝑖𝑚 = −S2𝑖 + 3(1 + 𝜇𝑖)R𝑖 ,Ξ53
𝑖𝑚 = −S4𝑖 ,Ξ

54
𝑖𝑚 = S4𝑖 ,Ξ

55
𝑖𝑚 = −3(1 + 𝜇𝑖)R𝑖 .

And

¤𝑥T
𝑖 (𝑡)R𝑖 ¤𝑥𝑖 (𝑡)

= (A𝑖𝑚𝑥𝑖 (𝑡) + B𝑖𝑚
𝑀∑
𝑞=1

𝐾
𝑞
𝑖𝑚𝑥𝑖 (𝑡 − 𝜏𝑖 (𝑡)) + B𝑖𝑚

𝑀∑
𝑞=1

𝐾
𝑞
𝑖𝑚𝑒

(𝑘)
𝑞𝑖 (𝑡))

T

R𝑖 (A𝑖𝑚𝑥𝑖 (𝑡) + B𝑖𝑚
𝑀∑
𝑞=1

𝐾
𝑞
𝑖𝑚𝑥𝑖 (𝑡 − 𝜏𝑖 (𝑡)) + B𝑖𝑚

𝑀∑
𝑞=1

𝐾
𝑞
𝑖𝑚𝑒

(𝑘)
𝑞𝑖 (𝑡))

+2𝑥T
𝑖 (𝑡)AT

𝑖𝑚R𝑖
𝑁∑

𝑗=1, 𝑗≠𝑖
G𝑗𝑖𝑚𝑥 𝑗 (𝑡) + 2𝑥T

𝑖 (𝑡 − 𝜏𝑖 (𝑡))
𝑀∑
𝑞=1

𝐾
𝑞
𝑖𝑚

TBT
𝑖𝑚R𝑖

𝑁∑
𝑗=1, 𝑗≠𝑖

G𝑗𝑖𝑚𝑥 𝑗 (𝑡)

+2
𝑀∑
𝑞=1

(𝑒(𝑘)𝑞𝑖 (𝑡))
T𝐾

𝑞
𝑖𝑚

TBT
𝑖𝑚R𝑖

𝑁∑
𝑗=1, 𝑗≠𝑖

G𝑗𝑖𝑚𝑥 𝑗 (𝑡) +
𝑁∑

𝑗=1, 𝑗≠𝑖
𝑥T
𝑗 (𝑡)GT

𝑗𝑖𝑚R𝑖
𝑁∑

𝑗=1, 𝑗≠𝑖
G𝑗𝑖𝑚𝑥 𝑗 (𝑡),
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where
𝑁∑
𝑖=1

(2𝑥T
𝑖 (𝑡)AT

𝑖𝑚R𝑖
𝑁∑

𝑗=1, 𝑗≠𝑖
G𝑗𝑖𝑚𝑥 𝑗 (𝑡))

≤
𝑁∑
𝑖=1

((𝑁 − 1)
𝑁∑

𝑗=1, 𝑗≠𝑖
𝜀𝑖2𝑥

T
𝑖 (𝑡)GT

𝑖 𝑗𝑚R𝑖G𝑖 𝑗𝑚𝑥𝑖 (𝑡) + 𝜀−1
𝑖2 𝑥

T
𝑖 (𝑡)AT

𝑖𝑚R𝑖A𝑖𝑚𝑥𝑖 (𝑡)),

𝑁∑
𝑖=1

(2𝑥T
𝑖 (𝑡 − 𝜏𝑖 (𝑡))

𝑀∑
𝑞=1

𝐾
𝑞
𝑖𝑚

TBT
𝑖𝑚R𝑖

𝑁∑
𝑗=1, 𝑗≠𝑖

G𝑗𝑖𝑚𝑥 𝑗 (𝑡))

≤
𝑁∑
𝑖=1

((𝑁 − 1)
𝑁∑

𝑗=1, 𝑗≠𝑖
𝜀𝑖3𝑥

T
𝑖 (𝑡 − 𝜏𝑖 (𝑡))GT

𝑖 𝑗𝑚R𝑖G𝑖 𝑗𝑚𝑥𝑖 (𝑡 − 𝜏𝑖 (𝑡))

+𝜀−1
𝑖3 𝑥

T
𝑖 (𝑡 − 𝜏𝑖 (𝑡))

𝑀∑
𝑞=1

𝐾
𝑞
𝑖𝑚

TBT
𝑖𝑚R𝑖B𝑖𝑚

𝑀∑
𝑞=1

𝐾
𝑞
𝑖𝑚𝑥𝑖 (𝑡 − 𝜏𝑖 (𝑡)),

𝑁∑
𝑖=1

(2
𝑀∑
𝑞=1

(𝑒(𝑘)𝑞𝑖 (𝑡))
T𝐾

𝑞
𝑖𝑚

TBT
𝑖𝑚R𝑖

𝑁∑
𝑗=1, 𝑗≠𝑖

G𝑗𝑖𝑚𝑥 𝑗 (𝑡))

≤
𝑁∑
𝑖=1

((𝑁 − 1)
𝑁∑

𝑗=1, 𝑗≠𝑖
𝜀𝑖4𝑥

T
𝑖 (𝑡)GT

𝑖 𝑗𝑚R𝑖G𝑖 𝑗𝑚𝑥𝑖 (𝑡) + 𝜀−1
𝑖4

𝑀∑
𝑞=1

(𝑒(𝑘)𝑞𝑖 (𝑡))
T𝐾

𝑞
𝑖𝑚

TBT
𝑖𝑚R𝑖B𝑖𝑚

𝑀∑
𝑞=1

𝐾
𝑞
𝑖𝑚𝑒

(𝑘)
𝑞𝑖 (𝑡)),

𝑁∑
𝑖=1

(
𝑁∑

𝑗=1, 𝑗≠𝑖
𝑥T
𝑗 (𝑡)GT

𝑗𝑖𝑚R𝑖
𝑁∑

𝑗=1, 𝑗≠𝑖
G𝑗𝑖𝑚𝑥 𝑗 (𝑡)) ≤

𝑁∑
𝑖=1

(𝑁 − 1)
𝑁∑

𝑗=1, 𝑗≠𝑖
𝑥T
𝑖 (𝑡)GT

𝑖 𝑗𝑚R𝑖G𝑖 𝑗𝑚𝑥𝑖 (𝑡).

Let 𝜂𝑖 (𝑡) =
[
𝜉T
𝑖 (𝑡) (𝑒(𝑘)1𝑖 (𝑡))T · · · (𝑒(𝑘)𝑀𝑖 (𝑡))T

]T
, then we obtain

¤𝑉 (𝑥(𝑡), 𝑟𝑡) ≤
𝑁∑
𝑖=1

𝜂T
𝑖 (𝑡) [Γ0

𝑖𝑚 + (Γ11
𝑖𝑚)TP−1

𝑖𝑚 Γ11
𝑖𝑚 + (Γ21

𝑖𝑚)TR−1
𝑖 Γ21

𝑖𝑚 + 𝜀−1
𝑖2 (Γ31

𝑖𝑚)TR−1
𝑖 Γ31

𝑖𝑚 + 𝜀−1
𝑖3 (Γ41

𝑖𝑚)TR−1
𝑖 Γ41

𝑖𝑚

+ 𝜀−1
𝑖4 (Γ51

𝑖𝑚)TR−1
𝑖 Γ51

𝑖𝑚 + 𝜀−1
𝑖,𝑀+1(Γ61

𝑖𝑚)TR̃−1
𝑖 Γ61

𝑖𝑚 + (Γ71
𝑖𝑚)TŘ−1

𝑖 Γ71
𝑖𝑚 (Γ81

𝑖𝑚)TR̂−1
𝑖 Γ81

𝑖𝑚]𝜂𝑖 (𝑡)

=
𝑁∑
𝑖=1

𝜂T
𝑖 (𝑡)Π𝑖𝑚𝜂𝑖 (𝑡),

where Γ0
𝑖𝑚 = Ξ̃𝑖𝑚 (𝑐𝑎𝑠𝑒1), Γ0

𝑖𝑚 = Ξ̂𝑖𝑚 (𝑐𝑎𝑠𝑒2), Γ0
𝑖𝑚 = Ξ̌𝑖𝑚 (𝑐𝑎𝑠𝑒3).

Therefore, if Π𝑖𝑚 < 0 and −Q𝑖 +
∑𝑠
𝑙=1 𝜋𝑚𝑙 (ℎ)Q𝑖𝑙 < 0, the interconnected semi-Markovian control system (10)

with partially accessible TRs and dynamic METM is stochastically stable. Considering the partially accessible
transition rates, we will get the corresponding conclusion from the following three cases.

Case 1. If ∧𝑚,𝑘 ≠ ∅ and
∧
𝑚,𝑢𝑘 ≠ ∅ , 𝑚 ∈ ∧

𝑚,𝑘 , denote 𝜆𝑘 =
∑
𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ) . Since
∧
𝑚,𝑢𝑘 ≠ ∅ , then one

derives that 𝜆𝑘 < 0 , thus
∑𝑠
𝑙=1 𝜋𝑚𝑙 (ℎ)P𝑖𝑙 can be presented as

𝑠∑
𝑙=1

𝜋𝑚𝑙 (ℎ)P𝑖𝑙 = (
∑

𝑙∈∧𝑚,𝑘

+
∑

𝑙∈∧𝑚,𝑢𝑘

)𝜋𝑚𝑙 (ℎ)P𝑖𝑙 =
∑

𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ)P𝑖𝑙 − 𝜆𝑘
∑

𝑙∈∧𝑚,𝑢𝑘

𝜋𝑚𝑙 (ℎ)
−𝜆𝑘

P𝑖𝑙 . (25)

Obviously, there exists 0 ≤ 𝜋𝑚𝑙 (ℎ)
−𝜆𝑘 ≤ 1(𝑙 ∈ ∧

𝑚,𝑢𝑘 ) and
∑
𝑙∈∧𝑚,𝑢𝑘

𝜋𝑚𝑙 (ℎ)
−𝜆𝑘 = 1. So for ∀ 𝑗 ∈ ∧

𝑚,𝑢𝑘 , there is

𝑠∑
𝑙=1

𝜋𝑚𝑙 (ℎ)P𝑖𝑙 =
∑

𝑙∈∧𝑚,𝑢𝑘

𝜋𝑚𝑙 (ℎ)
−𝜆𝑘

(
∑

𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ) (P𝑖𝑙 − P𝑖 𝑗 )). (26)
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According to Schur complement, it is inferred that (14) is equivalent to Π𝑖𝑚 < 0 and (15) is equivalent to
−Q𝑖 +

∑𝑠
𝑙=1 𝜋𝑚𝑙 (ℎ)Q𝑖𝑙 < 0 .

Case 2. If ∧𝑚,𝑘 ≠ ∅ and ∧
𝑚,𝑢𝑘 ≠ ∅, 𝑚 ∈ ∧

𝑚,𝑢𝑘 , denote 𝜆𝑘 =
∑
𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ). Since
∧
𝑚,𝑘 ≠ ∅, we know that

𝜆𝑘 > 0, thus
∑𝑠
𝑙=1 𝜋𝑚𝑙 (ℎ)P𝑖𝑙 can be presented as

𝑠∑
𝑙=1

𝜋𝑚𝑙 (ℎ)P𝑖𝑙 =
∑

𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ)P𝑖𝑙 + 𝜋𝑚𝑚 (ℎ)P𝑖𝑚 +
∑

𝑙∈∧𝑚,𝑢𝑘 ,𝑙≠𝑚

𝜋𝑚𝑙 (ℎ)P𝑖𝑙

=
∑

𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ)P𝑖𝑙 + 𝜋𝑚𝑚 (ℎ)P𝑖𝑚 − (𝜋𝑚𝑚 (ℎ) + 𝜆𝑘 )
∑

𝑙∈∧𝑚,𝑢𝑘 ,𝑙≠𝑚

𝜋𝑚𝑙 (ℎ)
−𝜋𝑚𝑚 (ℎ) − 𝜆𝑘

P𝑖𝑙 .
(27)

It is obvious that 0 ≤ 𝜋𝑚𝑙 (ℎ)
−𝜋𝑚𝑚 (ℎ)−𝜆𝑘 ≤ 1(𝑙 ∈ ∧

𝑚,𝑢𝑘 ) and
∑
𝑙∈∧𝑚,𝑢𝑘

𝜋𝑚𝑙 (ℎ)
−𝜋𝑚𝑚 (ℎ)−𝜆𝑘 = 1. So for ∀ 𝑗 ∈ ∧

𝑚,𝑢𝑘 , 𝑗 ≠ 𝑚, there
is

𝑠∑
𝑙=1

𝜋𝑚𝑙 (ℎ)P𝑖𝑙 =
∑

𝑙∈∧𝑚,𝑢𝑘 ,𝑙≠𝑚

𝜋𝑚𝑙 (ℎ)
−𝜋𝑚𝑚 (ℎ) − 𝜆𝑘

(
∑

𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ)(P𝑖𝑙 − P𝑖 𝑗 ) + 𝜋𝑚𝑚 (ℎ) (P𝑖𝑙 − P𝑖 𝑗 )). (28)

By applying Schur complement and 𝜋𝑚𝑚 (ℎ) = −∑𝑠
𝑙=1,𝑙≠𝑚 𝜋𝑚𝑙 (ℎ), it is deduced that (16), (17) are equivalent

to Π𝑖𝑚 < 0 and (18) is equivalent to −Q𝑖 +
∑𝑠
𝑙=1 𝜋𝑚𝑙 (ℎ)Q𝑖𝑙 < 0 .

Case 3. If ∧𝑚,𝑘 = ∅ and
∧
𝑚,𝑢𝑘 ≠ ∅, 𝑚 ∈ ∧

𝑚,𝑢𝑘 , assume there exists 𝑙 ≠ 𝑚 and 𝑙 ∈ ∧
𝑚,𝑢𝑘 . Denote 𝜆𝑘 =

𝜋𝑚𝑚 (ℎ) = 𝑎𝑚𝜋𝑙𝑙 (ℎ). Noting that 𝜆𝑘 < 0,
∑𝑠
𝑙=1 𝜋𝑚𝑙 (ℎ)P𝑖𝑙 can be presented as

𝑠∑
𝑙=1

𝜋𝑚𝑙 (ℎ)P𝑖𝑙 = 𝜋𝑚𝑚 (ℎ)P𝑖𝑚 +
∑

𝑙∈∧𝑚,𝑢𝑘 ,𝑙≠𝑚

𝜋𝑚𝑙 (ℎ)P𝑖𝑙 = 𝜋𝑚𝑚 (ℎ)P𝑖𝑚 − 𝜆𝑘
∑

𝑙∈∧𝑚,𝑢𝑘 ,𝑙≠𝑚

𝜋𝑚𝑙 (ℎ)
−𝜆𝑘

P𝑖𝑙 . (29)

It is obvious that
∑
𝑙∈∧𝑚,𝑢𝑘 ,𝑙≠𝑚 𝜋𝑚𝑙 (ℎ) = −𝜋𝑚𝑚 (ℎ) = −𝜆𝑘 > 0. So for ∀ 𝑗 ∈ ∧

𝑚,𝑢𝑘 , 𝑗 ≠ 𝑚, there is

𝑠∑
𝑙=1

𝜋𝑚𝑙 (ℎ)P𝑖𝑙 =
∑

𝑙∈∧𝑚,𝑢𝑘 ,𝑙≠𝑚

𝜋𝑚𝑙 (ℎ)
−𝜆𝑘

[𝜋𝑚𝑚 (ℎ)(P𝑖𝑚 − P𝑖 𝑗 )] = 𝜋𝑚𝑚 (ℎ)(P𝑖𝑚 − P𝑖 𝑗 ) = 𝑎𝑚𝜋𝑙𝑙 (ℎ) (P𝑖𝑚 − P𝑖 𝑗 ). (30)

By applying Schur complement and 𝜋𝑚𝑚 (ℎ) = −∑𝑠
𝑙=1,𝑙≠𝑚 𝜋𝑚𝑙 (ℎ) , we konw that (19) is equivalent to Π𝑖𝑚 < 0.

In summary, if inequalities (14) − (19) hold, the interconnected semi-Markovian control system (10) with
partially accessible TRs and dynamic METM is stochastically stable.

Remark 3. Theorem 1 designed sufficient conditions to ensure (10) is stochastically stable. However, it is dif-
ficult to directly use this result to acquire the controller gain matrices. Theorem 2 gives a LMI-based sufficient
criterion for the solvability.

Theorem 2. For given a positive real number 𝜏𝑀 > 0, 𝛼𝑖 > 0, 𝛾 > 0, 𝜀0 > 0, 𝜀𝑖 𝑗 > 0 ( 𝑗 = 1, 2, 3, · · · , 𝑀 + 3),
𝜇𝑖 ∈ (0, 1) and 𝜋𝑚𝑙 (ℎ) ∈ [𝜋𝑚𝑙 , 𝜋𝑚𝑙], the system (10) with partially accessible TRs and dynamic METM is
stochastically stable if there are positive symmetric matrices 𝑋𝑖𝑚 > 0, 𝑌 𝑞𝑖𝑚 > 0, Q𝑖𝑚 > 0, Q𝑖 > 0,R𝑖 > 0,Ω𝑖 > 0,
and matrices 𝐾𝑞𝑖𝑚 , S1𝑖 , S2𝑖 , S3𝑖 and S4𝑖 with proper dimensions, such that the linear matrix inequalities hold:
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Case 1. If∧𝑚,𝑘 ≠ ∅ and∧
𝑚,𝑢𝑘 ≠ ∅, 𝑚 ∈ ∧

𝑚,𝑘 , for ∀ 𝑗 ∈
∧
𝑚,𝑢𝑘 , we have



Ξ𝑖𝑚,𝑚 ∗ ∗ ∗ ∗ ∗ · · · ∗ ∗ ∗
Γ

11
𝑖𝑚 Γ

12
𝑖𝑚 ∗ ∗ ∗ ∗ · · · ∗ ∗ ∗

Γ
21
𝑖𝑚 0 Φ(R𝑖) ∗ ∗ ∗ · · · ∗ ∗ ∗

Γ
31
𝑖𝑚 0 0 𝜀𝑖2Φ(R𝑖) ∗ ∗ · · · ∗ ∗ ∗

Γ
41
𝑖𝑚 0 0 0 𝜀𝑖3Φ(R𝑖) ∗ · · · ∗ ∗ ∗

Γ
51
𝑖𝑚 0 0 0 0 𝜀𝑖4Φ(R𝑖) · · · ∗ ∗ ∗
...

...
...

...
...

...
. . .

...
...

...

Γ
61
𝑖𝑚 0 0 0 0 0 · · · 𝜀𝑖,𝑀+3Φ(R𝑖) ∗ ∗

Γ
71
𝑖𝑚 0 0 0 0 0 · · · 0 −Ř𝑖 ∗

Γ
81
𝑖𝑚 0 0 0 0 0 · · · 0 0 −R̂𝑖



< 0, (31)



Ξ𝑖𝑚,𝑚 ∗ ∗ ∗ ∗ ∗ · · · ∗ ∗ ∗
Γ

11
𝑖𝑚 Γ

12
𝑖𝑚 ∗ ∗ ∗ ∗ · · · ∗ ∗ ∗

Γ
21
𝑖𝑚 0 Φ(R𝑖) ∗ ∗ ∗ · · · ∗ ∗ ∗

Γ
31
𝑖𝑚 0 0 𝜀𝑖2Φ(R𝑖) ∗ ∗ · · · ∗ ∗ ∗

Γ
41
𝑖𝑚 0 0 0 𝜀𝑖3Φ(R𝑖) ∗ · · · ∗ ∗ ∗

Γ
51
𝑖𝑚 0 0 0 0 𝜀𝑖4Φ(R𝑖) · · · ∗ ∗ ∗
...

...
...

...
...

...
. . .

...
...

...

Γ
61
𝑖𝑚 0 0 0 0 0 · · · 𝜀𝑖,𝑀+3Φ(R𝑖) ∗ ∗

Γ
71
𝑖𝑚 0 0 0 0 0 · · · 0 −Ř𝑖 ∗

Γ
81
𝑖𝑚 0 0 0 0 0 · · · 0 0 −R̂𝑖



< 0, (32)

−Q𝑖 +
∑
𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ)(Q𝑖𝑙 − Q𝑖 𝑗 ) < 0, (33)

−Q𝑖 +
∑
𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ)(Q𝑖𝑙 − Q𝑖 𝑗 ) < 0, (34)

where

Ξ𝑖𝑚,𝑚 =



Ξ
11
𝑖𝑚,𝑚 ∗ ∗ ∗ ∗ ∗ ∗ · · · ∗
0 Ξ

22
𝑖𝑚,𝑚 ∗ ∗ ∗ ∗ ∗ · · · ∗

Ξ
31
𝑖𝑚 0 Ξ

33
𝑖𝑚 ∗ ∗ ∗ ∗ · · · ∗

Ξ
41
𝑖𝑚 0 Ξ

43
𝑖𝑚 Ξ

44
𝑖𝑚 ∗ ∗ ∗ · · · ∗

Ξ
51
𝑖𝑚 0 Ξ

53
𝑖𝑚 Ξ

54
𝑖𝑚 Ξ

55
𝑖𝑚 ∗ ∗ · · · ∗

Ξ
61
𝑖𝑚 0 Ξ

63
𝑖𝑚 −S4𝑖 S4𝑖 Ξ

66
𝑖𝑚 ∗ · · · ∗

Ξ
71
𝑖𝑚 0 0 0 0 0 Ξ

77
𝑖𝑚 · · · ∗

...
...

...
...

...
...

...
. . .

...

Ξ
𝑀+6,1
𝑖𝑚 0 0 0 0 0 0 · · · Ξ

𝑀+6,𝑀+6
𝑖𝑚



,
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Ξ𝑖𝑚,𝑚 =



Ξ
11
𝑖𝑚,𝑚 ∗ ∗ ∗ ∗ ∗ ∗ · · · ∗
0 Ξ

22
𝑖𝑚,𝑚 ∗ ∗ ∗ ∗ ∗ · · · ∗

Ξ
31
𝑖𝑚 0 Ξ

33
𝑖𝑚 ∗ ∗ ∗ ∗ · · · ∗

Ξ
41
𝑖𝑚 0 Ξ

43
𝑖𝑚 Ξ

44
𝑖𝑚 ∗ ∗ ∗ · · · ∗

Ξ
51
𝑖𝑚 0 Ξ

53
𝑖𝑚 Ξ

54
𝑖𝑚 Ξ

55
𝑖𝑚 ∗ ∗ · · · ∗

Ξ
61
𝑖𝑚 0 Ξ

63
𝑖𝑚 −S4𝑖 S4𝑖 Ξ

66
𝑖𝑚 ∗ · · · ∗

Ξ
71
𝑖𝑚 0 0 0 0 0 Ξ

77
𝑖𝑚 · · · ∗

...
...

...
...

...
...

...
. . .

...

Ξ
𝑀+6,1
𝑖𝑚 0 0 0 0 0 0 · · · Ξ

𝑀+6,𝑀+6
𝑖𝑚



,

Ξ
11
𝑖𝑚,𝑚 = 𝑠𝑦𝑚{A𝑖𝑚𝑋𝑖𝑚} + Q𝑖𝑚 + 𝜏𝑀Q𝑖 − 4(1 + 𝜇𝑖)R𝑖 +

∑
𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ) (𝑋𝑖𝑙 − 𝑋𝑖 𝑗 ),

Ξ
22
𝑖𝑚,𝑚 = 𝑠𝑦𝑚{A𝑖𝑚𝑋𝑖𝑚} +

∑
𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ)(𝑋𝑖𝑙 − 𝑋𝑖 𝑗 ),

Ξ
11
𝑖𝑚,𝑚 = 𝑠𝑦𝑚{A𝑖𝑚𝑋𝑖𝑚} + Q𝑖𝑚 + 𝜏𝑀Q𝑖 − 4(1 + 𝜇𝑖)R𝑖 +

∑
𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ) (𝑋𝑖𝑙 − 𝑋𝑖 𝑗 ),

Ξ
22
𝑖𝑚,𝑚 = 𝑠𝑦𝑚{A𝑖𝑚𝑋𝑖𝑚} +

∑
𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ)(𝑋𝑖𝑙 − 𝑋𝑖 𝑗 ).

Case 2. If∧𝑚,𝑘 ≠ ∅ and∧
𝑚,𝑢𝑘 ≠ ∅, 𝑚 ∈ ∧

𝑚,𝑢𝑘 , for∀ 𝑗 ∈
∧
𝑚,𝑢𝑘 , we have

¥Ξ𝑖𝑚,𝑚 ∗ ∗ ∗ ∗ ∗ · · · ∗ ∗ ∗
Γ

11
𝑖𝑚 Γ

12
𝑖𝑚 ∗ ∗ ∗ ∗ · · · ∗ ∗ ∗

Γ
21
𝑖𝑚 0 Φ(R𝑖) ∗ ∗ ∗ · · · ∗ ∗ ∗

Γ
31
𝑖𝑚 0 0 𝜀𝑖2Φ(R𝑖) ∗ ∗ · · · ∗ ∗ ∗

Γ
41
𝑖𝑚 0 0 0 𝜀𝑖3Φ(R𝑖) ∗ · · · ∗ ∗ ∗

Γ
51
𝑖𝑚 0 0 0 0 𝜀𝑖4Φ(R𝑖) · · · ∗ ∗ ∗
...

...
...

...
...

...
. . .

...
...

...

Γ
61
𝑖𝑚 0 0 0 0 0 · · · 𝜀𝑖,𝑀+3Φ(R𝑖) ∗ ∗

Γ
71
𝑖𝑚 0 0 0 0 0 · · · 0 −Ř𝑖 ∗

Γ
81
𝑖𝑚 0 0 0 0 0 · · · 0 0 −R̂𝑖



< 0, (35)



¥Ξ𝑖𝑚,𝑚 ∗ ∗ ∗ ∗ ∗ · · · ∗ ∗ ∗
Γ

11
𝑖𝑚 Γ

12
𝑖𝑚 ∗ ∗ ∗ ∗ · · · ∗ ∗ ∗

Γ
21
𝑖𝑚 0 Φ(R𝑖) ∗ ∗ ∗ · · · ∗ ∗ ∗

Γ
31
𝑖𝑚 0 0 𝜀𝑖2Φ(R𝑖) ∗ ∗ · · · ∗ ∗ ∗

Γ
41
𝑖𝑚 0 0 0 𝜀𝑖3Φ(R𝑖) ∗ · · · ∗ ∗ ∗

Γ
51
𝑖𝑚 0 0 0 0 𝜀𝑖4Φ(R𝑖) · · · ∗ ∗ ∗
...

...
...

...
...

...
. . .

...
...

...

Γ
61
𝑖𝑚 0 0 0 0 0 · · · 𝜀𝑖,𝑀+3Φ(R𝑖) ∗ ∗

Γ
71
𝑖𝑚 0 0 0 0 0 · · · 0 −Ř𝑖 ∗

Γ
81
𝑖𝑚 0 0 0 0 0 · · · 0 0 −R̂𝑖



< 0, (36)
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𝑋𝑖𝑚 − 𝑋𝑖 𝑗 ≥ 0,Q𝑖𝑚 − Q𝑖 𝑗 ≥ 0, (37)
−Q𝑖 +

∑
𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ)(Q𝑖𝑙 − Q𝑖 𝑗 ) < 0, (38)

−Q𝑖 +
∑
𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ)(Q𝑖𝑙 − Q𝑖 𝑗 ) < 0, (39)

where

¥Ξ𝑖𝑚,𝑚 =



¥Ξ11
𝑖𝑚,𝑚

∗ ∗ ∗ ∗ ∗ ∗ · · · ∗
0 ¥Ξ22

𝑖𝑚,𝑚
∗ ∗ ∗ ∗ ∗ · · · ∗

Ξ
31
𝑖𝑚 0 Ξ

33
𝑖𝑚 ∗ ∗ ∗ ∗ · · · ∗

Ξ
41
𝑖𝑚 0 Ξ

43
𝑖𝑚 Ξ

44
𝑖𝑚 ∗ ∗ ∗ · · · ∗

Ξ
51
𝑖𝑚 0 Ξ

53
𝑖𝑚 Ξ

54
𝑖𝑚 Ξ

55
𝑖𝑚 ∗ ∗ · · · ∗

Ξ
61
𝑖𝑚 0 Ξ

63
𝑖𝑚 −S4𝑖 S4𝑖 Ξ

66
𝑖𝑚 ∗ · · · ∗

Ξ
71
𝑖𝑚 0 0 0 0 0 Ξ

77
𝑖𝑚 · · · ∗

...
...

...
...

...
...

...
. . .

...

Ξ
𝑀+6,1
𝑖𝑚 0 0 0 0 0 0 · · · Ξ

𝑀+6,𝑀+6
𝑖𝑚



,

¥Ξ𝑖𝑚,𝑚 =



¥Ξ11
𝑖𝑚,𝑚 ∗ ∗ ∗ ∗ ∗ ∗ · · · ∗
0 ¥Ξ22

𝑖𝑚,𝑚 ∗ ∗ ∗ ∗ ∗ · · · ∗
Ξ

31
𝑖𝑚 0 Ξ

33
𝑖𝑚 ∗ ∗ ∗ ∗ · · · ∗

Ξ
41
𝑖𝑚 0 Ξ

43
𝑖𝑚 Ξ

44
𝑖𝑚 ∗ ∗ ∗ · · · ∗

Ξ
51
𝑖𝑚 0 Ξ

53
𝑖𝑚 Ξ

54
𝑖𝑚 Ξ

55
𝑖𝑚 ∗ ∗ · · · ∗

Ξ
61
𝑖𝑚 0 Ξ

63
𝑖𝑚 −S4𝑖 S4𝑖 Ξ

66
𝑖𝑚 ∗ · · · ∗

Ξ
71
𝑖𝑚 0 0 0 0 0 Ξ

77
𝑖𝑚 · · · ∗

...
...

...
...

...
...

...
. . .

...

Ξ
𝑀+6,1
𝑖𝑚 0 0 0 0 0 0 · · · Ξ

𝑀+6,𝑀+6
𝑖𝑚



,

¥Ξ11
𝑖𝑚,𝑚 = 𝑠𝑦𝑚{A𝑖𝑚𝑋𝑖𝑚} + Q𝑖𝑚 + 𝜏𝑀Q𝑖 − 4(1 + 𝜇𝑖)R𝑖 +

∑
𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ)(𝑋𝑖𝑙 − 𝑋𝑖 𝑗 ) + 𝜋𝑚𝑚 (ℎ)(𝑋𝑖𝑚 − 𝑋𝑖 𝑗 ),

¥Ξ22
𝑖𝑚,𝑚 = 𝑠𝑦𝑚{A𝑖𝑚𝑋𝑖𝑚} +

∑
𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ)(𝑋𝑖𝑙 − 𝑋𝑖 𝑗 ) + 𝜋𝑚𝑚 (ℎ) (𝑋𝑖𝑚 − 𝑋𝑖 𝑗 ),

¥Ξ11
𝑖𝑚,𝑚 = 𝑠𝑦𝑚{A𝑖𝑚𝑋𝑖𝑚} + Q𝑖𝑚 + 𝜏𝑀Q𝑖 − 4(1 + 𝜇𝑖)R𝑖 +

∑
𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ)(𝑋𝑖𝑙 − 𝑋𝑖 𝑗 ) + 𝜋𝑚𝑚 (ℎ)(𝑋𝑖𝑚 − 𝑋𝑖 𝑗 ),

¥Ξ22
𝑖𝑚,𝑚 = 𝑠𝑦𝑚{A𝑖𝑚𝑋𝑖𝑚} +

∑
𝑙∈∧𝑚,𝑘

𝜋𝑚𝑙 (ℎ)(𝑋𝑖𝑙 − 𝑋𝑖 𝑗 ) + 𝜋𝑚𝑚 (ℎ) (𝑋𝑖𝑚 − 𝑋𝑖 𝑗 ).
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Case 3. If∧𝑚,𝑘 = ∅,∧𝑚,𝑢𝑘 ≠ ∅, 𝑚 ∈ ∧
𝑚,𝑢𝑘 , and there exist 𝑙 ≠ 𝑚 and 𝑙 ∈ ∧

𝑚,𝑢𝑘 , we have



Ξ̆𝑖𝑚,𝑚 ∗ ∗ ∗ ∗ ∗ · · · ∗ ∗ ∗
Γ

11
𝑖𝑚 Γ

12
𝑖𝑚 ∗ ∗ ∗ ∗ · · · ∗ ∗ ∗

Γ
21
𝑖𝑚 0 Φ(R𝑖) ∗ ∗ ∗ · · · ∗ ∗ ∗

Γ
31
𝑖𝑚 0 0 𝜀𝑖2Φ(R𝑖) ∗ ∗ · · · ∗ ∗ ∗

Γ
41
𝑖𝑚 0 0 0 𝜀𝑖3Φ(R𝑖) ∗ · · · ∗ ∗ ∗

Γ
51
𝑖𝑚 0 0 0 0 𝜀𝑖4Φ(R𝑖) · · · ∗ ∗ ∗
...

...
...

...
...

...
. . .

...
...

...

Γ
61
𝑖𝑚 0 0 0 0 0 · · · 𝜀𝑖,𝑀+3Φ(R𝑖) ∗ ∗

Γ
71
𝑖𝑚 0 0 0 0 0 · · · 0 −Ř𝑖 ∗

Γ
81
𝑖𝑚 0 0 0 0 0 · · · 0 0 −R̂𝑖



< 0, (40)

where

Ξ̆𝑖𝑚,𝑚 =



Ξ̆11
𝑖𝑚,𝑚 ∗ ∗ ∗ ∗ ∗ ∗ · · · ∗
0 Ξ̆22

𝑖𝑚,𝑚 ∗ ∗ ∗ ∗ ∗ · · · ∗
Ξ

31
𝑖𝑚 0 Ξ

33
𝑖𝑚 ∗ ∗ ∗ ∗ · · · ∗

Ξ
41
𝑖𝑚 0 Ξ

43
𝑖𝑚 Ξ

44
𝑖𝑚 ∗ ∗ ∗ · · · ∗

Ξ
51
𝑖𝑚 0 Ξ

53
𝑖𝑚 Ξ

54
𝑖𝑚 Ξ

55
𝑖𝑚 ∗ ∗ · · · ∗

Ξ
61
𝑖𝑚 0 Ξ

63
𝑖𝑚 −S4𝑖 S4𝑖 Ξ

66
𝑖𝑚 ∗ · · · ∗

Ξ
71
𝑖𝑚 0 0 0 0 0 Ξ

77
𝑖𝑚 · · · ∗

...
...

...
...

...
...

...
. . .

...

Ξ
𝑀+6,1
𝑖𝑚 0 0 0 0 0 0 · · · Ξ

𝑀+6,𝑀+6
𝑖𝑚



,

Ξ̆11
𝑖𝑚,𝑚 = 𝑠𝑦𝑚{A𝑖𝑚𝑋𝑖𝑚} + Q𝑖𝑚 + 𝜏𝑀Q𝑖 − 4(1 + 𝜇𝑖)R𝑖 + 𝑎𝑚𝜋𝑙𝑙 (ℎ)(𝑋𝑖𝑚 − 𝑋𝑖 𝑗 ),

Ξ̆22
𝑖𝑚,𝑚 = 𝑠𝑦𝑚{A𝑖𝑚𝑋𝑖𝑚} + 𝑎𝑚𝜋𝑙𝑙 (ℎ)(𝑋𝑖𝑚 − 𝑋𝑖 𝑗 ).
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In addition, the other scalars are given as follows

Ξ
31
𝑖𝑚 =

𝑀∑
𝑞=1

(𝑌 𝑞𝑖𝑚)
TBT

𝑖𝑚 − 2(1 + 𝜇𝑖)R𝑖 − S1𝑖 − S2𝑖 − S3𝑖 − S4𝑖 ,

Ξ
33
𝑖𝑚 = −2(4 + 𝜇𝑖)R𝑖 + 2S1𝑖 − 2S2𝑖 + 2S3𝑖 − 2S4𝑖 ,Ξ

41
𝑖𝑚 = S1𝑖 + S2𝑖 − S3𝑖 − S4𝑖 ,

Ξ
43
𝑖𝑚 = −2(2 − 𝜇𝑖)R𝑖 − S1𝑖 + S2𝑖 + S3𝑖 − S4𝑖 ,Ξ

44
𝑖𝑚 = −Q𝑖𝑚 − 4(2 − 𝜇𝑖)R𝑖 ,

Ξ
51
𝑖𝑚 = S3𝑖 + S4𝑖 , Ξ̃

53
𝑖𝑚 = −S3𝑖 + S4𝑖 + 3(2 − 𝜇𝑖)R𝑖 ,Ξ

54
𝑖𝑚 = 3(2 − 𝜇𝑖)R𝑖 ,Ξ

55
𝑖𝑚 = −3(2 − 𝜇𝑖)R𝑖 ,

Ξ
61
𝑖𝑚 = 3(1 + 𝜇𝑖)R𝑖 ,Ξ

62
𝑖𝑚 = S2𝑖 + 3(1 + 𝜇𝑖)R𝑖 ,Ξ

66
𝑖𝑚 = −3(1 + 𝜇𝑖)R𝑖 ,

Ξ
71
𝑖𝑚 = 𝑌1

𝑖𝑚
TBT

𝑖𝑚 ,Ξ
77
𝑖𝑚 = −𝜃0𝛾1Ω𝑖 ,Ξ

𝑀+6,1
𝑖𝑚 = 𝑌𝑀𝑖𝑚

TBT
𝑖𝑚 ,Ξ

𝑀+6,𝑀+6
𝑖𝑚 = −𝜃0𝛾𝑀Ω𝑖 ,

Γ
11
𝑖𝑚 =

[
𝑋𝑖𝑚GT

𝑖 𝑗𝑚 0 0 0 0 0 0 · · · 0
]
,

Γ
12
𝑖𝑚 = −(𝑁 − 1)−1𝑑𝑖𝑎𝑔{𝜀−1

𝑖1 𝑋𝑖𝑚 , · · · , 𝜀−1
𝑗1 𝑋𝑖𝑚 , 𝑗≠𝑖 , · · · , 𝜀−1

𝑁1𝑋𝑖𝑚},

Γ
21

= 𝜏𝑀
[
A𝑖𝑚𝑋𝑖𝑚 0 B𝑖𝑚

∑𝑀
𝑞=1𝑌

𝑞
𝑖𝑚 0 0 0 B𝑖𝑚𝑌1

𝑖𝑚 · · · B𝑖𝑚𝑌𝑀𝑖𝑚
]
,

Γ
31
𝑖𝑚 = 𝜏𝑀

[
A𝑖𝑚𝑋𝑖𝑚 0 0 0 0 0 0 · · · 0

]
,

Γ
41
𝑖𝑚 = 𝜏𝑀

[
0 0 B𝑖𝑚

∑𝑀
𝑞=1𝑌

𝑞
𝑖𝑚 0 0 0 0 · · · 0

]
,

Γ
51
𝑖𝑚 = 𝜏𝑀

[
0 0 0 0 0 0 B𝑖𝑚𝑌1

𝑖𝑚 · · · 0
]
,

Γ
61
𝑖𝑚 = 𝜏𝑀

[
0 0 0 0 0 0 0 · · · B𝑖𝑚𝑌𝑀𝑖𝑚

]
,

Γ
71
𝑖𝑚 = 𝜏𝑀

[
G𝑖 𝑗𝑚𝑋𝑖𝑚 0 0 0 0 0 0 · · · 0

]
,

Ř𝑖 = −(𝑁 − 1)−1𝑑𝑖𝑎𝑔{(1 + 𝜀𝑖2 + 𝜀𝑖3 + · · · + 𝜀𝑖,𝑀+3)−1Φ(R1), · · · , (1 + 𝜀 𝑗2 + 𝜀 𝑗3 + · · · + 𝜀 𝑗 ,𝑀+3)−1Φ(R 𝑗 ), 𝑗 ≠ 𝑖,
· · · , (1 + 𝜀𝑁2 + 𝜀𝑁3 + · · · + 𝜀𝑁,𝑀+3)−1Φ(R𝑁 )},
Φ(R 𝑙) = −2𝛼𝑖𝑋𝑖𝑚 + 𝛼2

𝑖 𝑅𝑙 , 𝑙 = {1, · · · , 𝑗 ( 𝑗 ≠ 𝑖), · · · , 𝑁},

Γ
81
𝑖𝑚 =


0 0 S1𝑖 + S3𝑖 −S1𝑖 + S3𝑖 −S3𝑖 0 0 · · · 0
0 0 S2𝑖 + S4𝑖 −S2𝑖 + S4𝑖 −S4𝑖 0 0 · · · 0

S1𝑖 + S3𝑖 0 −S1𝑖 + S3𝑖 0 0 −S3𝑖 0 · · · 0
S2𝑖 + S4𝑖 0 −S2𝑖 + S4𝑖 0 0 −S4𝑖 0 · · · 0


,

R̂𝑖 = 𝑑𝑖𝑎𝑔{−(1 − 𝜇𝑖)−1R𝑖 ,−3(1 − 𝜇𝑖)−1R𝑖 ,−𝜇−1
𝑖 R𝑖 ,−3𝜇−1

𝑖 R𝑖}.

Furthermore, the memory controller gain matrix is 𝐾𝑞𝑖𝑚 = 𝑌 𝑞𝑖𝑚𝑋
−1
𝑖𝑚 .

Proof : Define 𝑋𝑖𝑚 = P−1
𝑖𝑚 , then pre-multiplying and post-multiplying (15),(17),(20) with 𝑑𝑖𝑎𝑔{𝑋𝑖𝑚 , · · · , 𝑋𝑖𝑚 ,R−1

𝑖

R−1
𝑖 ,R−1

𝑖 ,R−1
𝑖 ,R−1

𝑖 ,R−1
𝑖 , 𝑋𝑖𝑚 , 𝑋𝑖𝑚 , 𝑋𝑖𝑚 , 𝑋𝑖𝑚} respectively, and define 𝑌𝑖𝑚 = 𝐾𝑖𝑚𝑋𝑖𝑚 ,R𝑖𝑚 = 𝑋𝑖𝑚R𝑖𝑚𝑋𝑖𝑚 ,Q𝑖𝑚 =

𝑋𝑖𝑚Q𝑖𝑚𝑋𝑖𝑚 ,S1𝑖 = 𝑋𝑖𝑚S1𝑖𝑋𝑖𝑚 ,S2𝑖 = 𝑋𝑖𝑚S2𝑖𝑋𝑖𝑚 ,S3𝑖 = 𝑋𝑖𝑚S3𝑖𝑋𝑖𝑚 ,S4𝑖 = 𝑋𝑖𝑚S4𝑖𝑋𝑖𝑚 ,Q𝑖 = 𝑋𝑖𝑚Q𝑖𝑋𝑖𝑚 ,Ω𝑖 =
𝑋𝑖𝑚Ω𝑖𝑋𝑖𝑚 . According to Schur complement and Lemma 2, and considering 𝜋𝑚𝑙 (ℎ) ∈ [𝜋𝑚𝑙 (ℎ), 𝜋𝑚𝑙 (ℎ)],
(31), (32), (35), (36), (40) can be obtained. This completes the proof.

Remark 4. For a given dwell time ℎ, the TR 𝜋𝑚𝑙 (ℎ) can be regarded as a linear combination of its upper and
lower bounds, namely 𝜋𝑚𝑙 (ℎ) = 𝛽1𝜋𝑚𝑙 (ℎ) + 𝛽2𝜋𝑚𝑙 (ℎ), where 𝛽1 + 𝛽2 = 1 and 𝛽1 > 0, 𝛽2 > 0. We can change
𝛽1 and 𝛽2 to get the corresponding value of 𝜋𝑚𝑙 (ℎ).

Remark 5. Theorem 2 presents a solution algorithm in terms of linear matrix inequality to obtain the con-
troller gains. However, the transition probability in Case 3 is completely unknown. We introduce 𝑎𝑚𝜋𝑙𝑙 (ℎ) to
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replace the unknown 𝜋𝑚𝑚 (ℎ), in which 𝑎𝑚 is a parameter to be estimated. If this case exists, we can obtain the
estimation value of parameter 𝑎𝑚 by employing the optimization algorithm in [24].

4. SIMULATION EXAMPLE
This section will give an example to verify the feasibility of the above theoretical results. We consider a
semi-Markovian interconnected system composed of three subsystems, and the relevant parameters are as
follows [23]:

A11 =

[
0 5

−9.81 −1

]
,A12 =

[
0 5

−0.31 −1

]
,A21 =

[
0 5

−9.81 −1.4

]
,A22 =

[
0 5

−0.31 −1.4

]
,

A31 =

[
0 5

−9.81 −0.5

]
,A32 =

[
0 5

−0.31 −0.5

]
,B11 = B12 =

[
0

0.5

]
,B21 = B22 =

[
0

0.4

]
,

B31 = B32 =

[
0

0.33

]
,G121 =

[
0 0
1 0

]
,G122 =

[
0 0
1 0

]
,G211 =

[
0 0

0.8 0

]
,G212 =

[
0 0

0.8 0

]
,

G311 =

[
0 0

0.5 0

]
,G312 =

[
0 0

0.5 0

]
.

The transition probability matrix of system (10) is
[

? ?
𝜋21(ℎ) 𝜋22(ℎ)

]
, where ”?” represents a completely un-

known transition probability, and 𝜋21(ℎ) ∈ [0.4, 0.7], 𝜋22(ℎ) ∈ [−0.6,−0.3]. The scalars and positive matrix
are chosen as 𝜏𝑀 = 0.1, 𝑎𝑚 = 0.5, 𝛾 = 0.8, 𝜀𝑖1 = 𝜀𝑖2 = 𝜀𝑖3 = 𝜀𝑖4 = 1, 𝛾𝑞 = 20 and 𝑅𝑖 = 𝐼 , respectively. By solv-
ing LMIs in Theorem 2, the weighting matrices in equation (4) are Ω1 = 0.3844,Ω2 = 0.3839,Ω3 = 0.3792,
and the corresponding controller gains are

𝐾1
11 =

[
0.1456 −0.2717

]
, 𝐾2

11 =
[
−0.2089 −0.3153

]
,

𝐾1
12 =

[
−3.5900 −15.3939

]
, 𝐾2

12 =
[
−3.6974 −15.8393

]
,

𝐾1
21 =

[
0.1452 −0.2697

]
, 𝐾2

21 =
[
−0.2548 −0.3342

]
,

𝐾1
22 =

[
−2.6929 −12.1132

]
, 𝐾2

22 =
[
−2.7779 −12.4794

]
,

𝐾1
31 =

[
0.2304 −0.2927

]
, 𝐾2

31 =
[
−0.1659 −0.3184

]
,

𝐾1
32 =

[
−1.9339 −12.7768

]
, 𝐾2

32 =
[
−1.9851 −13.0934

]
.

The initial conditions are given as 𝑥1(0) =
[
−0.45 0.85

]T
, 𝑥2(0) =

[
0.5 −0.5

]T
, 𝑥3(0) =

[
−0.95 0.55

]T.
Figure 2 shows the states response of dynamicMETMwithM=2. To illustrate the effectiveness of the designed
method, Figure 3 presents the state’s response without control input. Figure 4 plots the control input of the sys-
tems. Figure 5 shows the switching states of the semi-Markovian process. Figure 6 depicts the data-releasing
instants and intervals of dynamic METM with M=2. Figure 7 describes the instants and intervals of memory-
less ETM (the case of M = 1). From Figure 6 and Figure 7, we can see that the event-triggered times for M=2
are significantly less than the case of M=1, which illustrates that the dynamic METM has more advantages in
reducing the number of released signals.

5. CONCLUSION
In this paper, a dynamicMETMhas been drawn for the decentralized control of interconnected semi-Markovian
systems with partially accessible TRs. Considering both the dynamic METM and partially accessible TRs, a
new kind of interconnected semi-Markovian system model has been designed. By applying the Lyapunov
function theory and the LMI techniques, some sufficient conditions have been obtained to ensure the pro-
posed system is asymptotical stability. Meanwhile, the controller gain matrices and the parameters of dynamic
METM are also solved simultaneously. Finally, a simulation example has been used to verify the effectiveness
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Figure 2. The state’s response of dynamic METM with M = 2. METM: memory event-triggered mechanism.
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Figure 3. The state’s response without control input.
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Figure 4. The control input of the three systems.

of the developed method, which illustrates the proposed dynamic METM can save more network resources
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Figure 5. The switching state of the semi-Markovian process.
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Figure 6. The data-releasing instants and intervals of dynamic METM with M = 2. METM: memory event-triggered mechanism.
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Figure 7. The instants and intervals of memoryless ETM (the case of M = 1). ETM: event-triggered mechanism.

than the memoryless event-triggered mechanism.
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In the future, wewill pay attention to the distributedmemory event-triggered control design for interconnected
systems via the observer method. Moreover, the memory event-triggered security control problem for the
interconnected Markovian jump systems with cyber attacks is also an interesting issue, which is left to be
developed.
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2.3.2.2 Methods
The methods should contain sufficient details to allow others to fully replicate the study. New methods and protocols should 
be described in detail while well-established methods can be briefly described or appropriately cited. Statistical terms, 
abbreviations, and all symbols used should be defined clearly. Protocol documents for clinical trials, observational studies, 
and other non-laboratory investigations may be uploaded as supplementary materials.

2.3.2.3 Results
This section contains the findings of the study. Results of statistical analysis should also be included either as text or as 
tables or figures if appropriate. Authors should emphasize and summarize only the most important observations. Data on 
all primary and secondary outcomes identified in the section Methods should also be provided. Extra or supplementary 
materials and technical details can be placed in supplementary documents.

2.3.2.4 Discussion
This section should discuss the implications of the findings in context of existing research and highlight limitations of the 
study. Future research directions may also be mentioned.

2.3.2.5 Conclusion
It should state clearly the main conclusions and include the explanation of their relevance or importance to the field.

2.3.3 Back Matter
The following sections should appear in all manuscript types.

2.3.3.1 Acknowledgments
Anyone who contributed towards the article but does not meet the criteria for authorship, including those who provided 
professional writing services or materials, should be acknowledged. Authors should obtain permission to acknowledge 
from all those mentioned in the Acknowledgments section. This section is not added if the author does not have anyone to 
acknowledge.
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2.3.3.2 Authors’ Contributions
Each author is expected to have made substantial contributions to the conception or design of the work, or the acquisition, 
analysis, or interpretation of data, or the creation of new software used in the work, or have drafted the work or substantively 
revised it.

Please use Surname and Initial of Forename to refer to an author’s contribution. For example: made substantial contributions 
to conception and design of the study and performed data analysis and interpretation: Salas H, Castaneda WV; performed 
data acquisition, as well as providing administrative, technical, and material support: Castillo N, Young V.

If an article is single-authored, please include “The author contributed solely to the article.” in this section.

2.3.3.3 Availability of Data and Materials
In order to maintain the integrity, transparency and reproducibility of research records, authors should include this section 
in their manuscripts, detailing where the data supporting their findings can be found. Data can be deposited into data 
repositories or published as supplementary information in the journal. Authors who cannot share their data should state 
that the data will not be shared and explain it. If a manuscript does not involve such issues, please state “Not applicable.” 
in this section.

2.3.3.4 Financial Support and Sponsorship
All sources of funding for the study reported should be declared. The role of the funding body in the experiment design, 
collection, analysis and interpretation of data, and writing of the manuscript should be declared. Any relevant grant numbers 
and the link of funder’s website should be provided if any. If the study is not involved with this issue, state “None.” in this 
section.

2.3.3.5 Conflicts of Interest
Authors must declare any potential conflicts of interest that may be perceived as inappropriately influencing the 
representation or interpretation of reported research results. If there are no conflicts of interest, please state “All authors 
declared that there are no conflicts of interest.” in this section. Some authors may be bound by confidentiality agreements. 
In such cases, in place of itemized disclosures, we will require authors to state “All authors declared that they are bound 
by confidentiality agreements that prevent them from disclosing their conflicts of interest in this work.”. If authors are 
unsure whether conflicts of interest exist, please refer to the “Conflicts of Interest” of Complex Engineering Systems (CES) 
Editorial Policies for a full explanation.

2.3.3.6 Ethical Approval and Consent to Participate
Research involving human subjects, human material or human data must be performed in accordance with the Declaration 
of Helsinki and approved by an appropriate ethics committee. An informed consent to participate in the study should also 
be obtained from participants, or their parents or legal guardians for children under 16. A statement detailing the name of 
the ethics committee (including the reference number where appropriate) and the informed consent obtained must appear 
in the manuscripts reporting such research.

Studies involving animals and cell lines must include a statement on ethical approval. More information is available at 
Editorial Policies.

If the manuscript does not involve such issues, please state “Not applicable.” in this section.

2.3.3.7 Consent for Publication
Manuscripts containing individual details, images or videos, must obtain consent for publication from that person, or in 
the case of children, their parents or legal guardians. If the person has died, consent for publication must be obtained from 
the next of kin of the participant. Manuscripts must include a statement that written informed consent for publication was 
obtained. Authors do not have to submit such content accompanying the manuscript. However, these documents must be 
available if requested. If the manuscript does not involve this issue, state “Not applicable.” in this section.

2.3.3.8 Copyright
Authors retain copyright of their works through a Creative Commons Attribution 4.0 International License that clearly 
states how readers can copy, distribute, and use their attributed research, free of charge. A declaration “© The Author(s) 
2023.” will be added to each article. Authors are required to sign a License to Publish before formal publication.

2.3.3.9 References
References should be numbered in order of appearance at the end of manuscripts. In the text, reference numbers should be 
placed in square brackets and the corresponding references are cited thereafter. List all authors when the number of authors 
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is less than or equal to six, if there are more than six authors, only the first three authors’ names should be listed, other 
authors’ names should be omitted and replaced with “et al.”. The journal’s name should be required to be italicized and 
the journal references should have corresponding DOI numbers. Information from manuscripts accepted but not published 
should be cited in the text as “Unpublished material” with written permission from the source. Journal names should be 
abbreviated according to the List of Title Word Abbreviations.

References should be described as follows, depending on the types of works:
Types Examples
Journal articles by 
individual authors

Cao MS, Pan LX, Gao YF, et al. Neural network ensemble-based parameter sensitivity analysis in 
civil engineering systems. Neural Comput Applic 2017;28:1583-90. [DOI: 10.1007/s00521-015-2132-4]

Organization as author Diabetes Prevention Program Research Group. Hypertension, insulin, and proinsulin in 
participants with impaired glucose tolerance. Hypertension 2002;40:679-86. [DOI: 10.1161/01.
hyp.0000035706.28494.09]

Both personal authors and 
organization as author

Vallancien G, Emberton M, Harving N, van Moorselaar RJ; Alf-One Study Group. Sexual dysfunction 
in 1,274 European men suffering from lower urinary tract symptoms. J Urol 2003;169:2257-61. [DOI: 
10.1097/01.ju.0000067940.76090.73]

Journal articles not in 
English

Mao X, Ding YK. Sentiment feature analysis and harmonic sense evaluation of images. J Electronic 
2001;29:23-7. (in Chinese)

Journal articles ahead of 
print

Albasir A, Hu Q, Naik K, Naik N. Unsupervised detection of security threats in cyberphysical system 
and IoT devices based on power fingerprints and RBM autoencoders. J Surveill Secur Saf 2021; Epub 
ahead of print [DOI: 10.20517/jsss.2020.19]

Books Gaydon AG, Wolfhard HG. Flames. 2nd ed. London: Chapman and Hall Ltd.; 1960. pp. 10-20.
Book chapters Chothia T, Smirnov V. A traceability attack against e-passports. In: Sion R, Editor. Financial 

cryptography. Lecture notes in computer science. Springer; 2010. pp. 20-34..
Online resource Intel Technology Journal. Developing smart toys - from idea to product. Available from: https://www.

intel.com/content/dam/www/public/us/en/documents/research/2001-vol05-iss-4-intel-technology-
journal.pdf. [Last accessed on 20 Feb 2021]

Conference proceedings Harnden P, Joffe JK, Jones WG, Editors. Germ cell tumours V. Proceedings of the 5th Germ Cell 
Tumour Conference; 2001 Sep 13-15; Leeds, UK. New York: Springer; 2002..

Conference paper Christensen S, Oppacher F. An analysis of Koza's computational effort statistic for genetic 
programming. In: Foster JA, Lutton E, Miller J, Ryan C, Tettamanzi AG, Editors. Genetic 
programming. EuroGP 2002: Proceedings of the 5th European Conference on Genetic Programming; 
2002 Apr 3-5; Kinsdale, Ireland. Berlin: Springer; 2002. pp. 182-91.

Unpublished material Tian D, Araki H, Stahl E, Bergelson J, Kreitman M. Signature of balancing selection in Arabidopsis. 
Proc Natl Acad Sci U S A. Forthcoming 2002.

The journal also recommends that authors prepare references with a bibliography software package, such as EndNote to 
avoid typing mistakes and duplicated references.

2.3.3.10 Supplementary Materials
Additional data and information can be uploaded as Supplementary Materials to accompany the manuscripts. The 
supplementary materials will also be available to the referees as part of the peer-review process. Any file format is 
acceptable, such as data sheet (word, excel, csv, cdx, fasta, pdf or zip files), presentation (powerpoint, pdf or zip files), image 
(cdx, eps, jpeg, pdf, png or tiff), table (word, excel, csv or pdf), audio (mp3, wav or wma) or video (avi, divx, flv, mov, mp4, 
mpeg, mpg or wmv). All information should be clearly presented. Supplementary materials should be cited in the main text 
in numeric order (e.g., Supplementary Figure 1, Supplementary Figure 2, Supplementary Table 1, Supplementary Table 2, 
etc.). The style of supplementary figures or tables complies with the same requirements on figures or tables in main text. 
Videos and audios should be prepared in English, and limited to a size of 500 MB.

2.4 Manuscript Format
2.4.1 File Format
Manuscript files can be in DOC and DOCX formats and should not be locked or protected.

Manuscript prepared in LaTex must be collated into one ZIP folder (including all source files and images, so that the 
Editorial Office can recompile the submitted PDF).

When preparing manuscripts in different file formats, please use the corresponding Manuscript Templates.

2.4.2 Length
There are no restrictions on paper length, number of figures, or number of supporting documents. Authors are encouraged 
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to present and discuss their findings concisely.

2.4.3 Language
Manuscripts must be written in English.

2.4.4 Multimedia Files
The journal supports manuscripts with multimedia files. The requirements are listed as follows:

  Video or audio files are only acceptable in English. The presentation and introduction should be easy to understand. The 
frames should be clear, and the speech speed should be moderate;
  A brief overview of the video or audio files should be given in the manuscript text;
  The video or audio files should be limited to a size of up to 500 MB;
  Please use professional software to produce high-quality video files, to facilitate acceptance and publication along with 
the submitted article. Upload the videos in mp4, wmv, or rm format (preferably mp4) and audio files in mp3 or wav format.

2.4.5 Figures
Figures should be cited in numeric order (e.g., Figure 1, Figure 2) and placed after the paragraph where it is first cited;

Figures can be submitted in format of TIFF, PSD, AI, EPS or JPEG, with resolution of 300-600 dpi;

Figure caption is placed under the Figure;

Diagrams with describing words (including, flow chart, coordinate diagram, bar chart, line chart, and scatter diagram, etc.) 
should be editable in word, excel or powerpoint format. Non-English information should be avoided;

Labels, numbers, letters, arrows, and symbols in figure should be clear, of uniform size, and contrast with the background;

Symbols, arrows, numbers, or letters used to identify parts of the illustrations must be identified and explained in the 
legend;

Internal scale (magnification) should be explained and the staining method in photomicrographs should be identified;

All non-standard abbreviations should be explained in the legend;

Permission for use of copyrighted materials from other sources, including re-published, adapted, modified, or partial 
figures and images from the internet, must be obtained. It is authors’ responsibility to acquire the licenses, to follow any 
citation instruction requested by third-party rights holders, and cover any supplementary charges.

2.4.6 Tables
Tables should be cited in numeric order and placed after the paragraph where it is first cited;

The table caption should be placed above the table and labeled sequentially (e.g., Table 1, Table 2);

Tables should be provided in editable form like DOC or DOCX format (picture is not allowed);

Abbreviations and symbols used in table should be explained in footnote;

Explanatory matter should also be placed in footnotes;

Permission for use of copyrighted materials from other sources, including re-published, adapted, modified, or partial tables 
from the internet, must be obtained. It is authors’ responsibility to acquire the licenses, to follow any citation instruction 
requested by third-party rights holders, and cover any supplementary charges.

2.4.7 Abbreviations
Abbreviations should be defined upon first appearance in the abstract, main text, and in figure or table captions and used 
consistently thereafter. Non-standard abbreviations are not allowed unless they appear at least three times in the text. 
Commonly-used abbreviations, such as DNA, RNA, ATP, etc., can be used directly without definition. Abbreviations in 
titles and keywords should be avoided, except for the ones which are widely used.

2.4.8 Italics
General italic words like vs., et al., etc., in vivo, in vitro; t test, F test, U test; related coefficient as r, sample number as n, 
and probability as P; names of genes; names of bacteria and biology species in Latin.



Author Instructions

                                                                                                                                         Complex Engineering Systems | Volume 3 | Issue 2 |

2.4.9 Units
SI Units should be used. Imperial, US customary and other units should be converted to SI units whenever possible. There 
is a space between the number and the unit (i.e., 23 mL). Hour, minute, second should be written as h, min, s.

2.4.10 Numbers
Numbers appearing at the beginning of sentences should be expressed in English. When there are two or more numbers 
in a paragraph, they should be expressed as Arabic numerals; when there is only one number in a paragraph, number < 10 
should be expressed in English and number > 10 should be expressed as Arabic numerals. 12345678 should be written as 
12,345,678.

2.4.11 Equations
Equations should be editable and not appear in a picture format. Authors are advised to use either the Microsoft Equation 
Editor or the MathType for display and inline equations.

  Display equations should be numbered consecutively, using Arabic numbers in parentheses;
  Inline equations should not be numbered, with the same/similar size font used for the main text.

2.4.12 Headings
In the main body of the paper, three different levels of headings may be used.

  Level one headings: they should be in bold, and numbered using Arabic numbers,  such as 1. INTRODUCTION, and 2. 
METHODS, with all letters capitalized;
  Level two headings: they should be in bold and numbered after the level one heading, such as 2.1 Statistical analyses, 
2.2 ..., 2.3..., etc., with the first letter capitalized;
   Level three headings: they should be italicized, and numbered after the level two heading, such as 2.1.1 Data distributions,and 
2.1.2 outliers and linear regression, with the first letter capitalized.

2.4.13 Text Layout
As the electronic submission will provide the basic material for typesetting, it is important to prepare papers in the general 
editorial style of the journal.

  The font is Times New Roman;
  The font size is 12pt;
  Single column, 1.5x line spacing;
  Insert one line break (one Return) before the heading and paragraph, if the heading and paragraph are adjacent, insert a 
line break before the heading only;
  No special indentation;
  Alignment is left end;
  Insert consecutive line numbers;
  For other details please refer to the Manuscript Templates.

2.5 Submission Link
Submit an article via https://oaemesas.com/login?JournalId=comengsys.

3. Research and Publication Ethics
3.1 Research Involving Human Subjects
All studies involving human subjects must be in accordance with the Helsinki Declaration and seek approval to conduct the 
study from an independent local, regional, or national review body (e.g., ethics committee, institutional review board, etc.). 
Such approval, including the names of the ethics committee, institutional review board, etc., must be listed in a declaration 
statement of Ethical Approval and Consent to Participate in the manuscript. If the study is judged exempt from ethics 
approval, related information (e.g., name of the ethics committee granting the exemption and the reason for the exemption) 
must be listed. Further documentation on ethics should also be prepared, as Editors may request more detailed information. 
Manuscripts with suspected ethical problems will be investigated according to COPE Guidelines.

3.1.1 Consent to Participate
For all studies involving human subjects, informed consent to participate in the studies must be obtained from participants, 
or their parents or legal guardians for children under 16. Statements regarding consent to participate should be included in a 
declaration statement of Ethical Approval and Consent to Participate in the manuscript. If informed consent is not required, 
the name of the ethics committee granting the exemption and the reason for the exemption must be listed. If any ethical 
violation is found at any stage of publication, the issue will be investigated seriously based on COPE Guidelines.
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3.1.2 Consent for Publication
All articles published by OAE are freely available on the Internet. All manuscripts that include individual participants’ 
data in any form (i.e., details, images, videos, etc.) will not be published without Consent for Publication obtained from that 
person(s), or for children, their parents, or legal guardians. If the person has died, Consent for Publication must be obtained 
from the next of kin. Authors must add a declaration statement of Consent for Publication in the manuscript, specifying 
written informed consent for publication has been obtained.

3.1.3 Trial Registration
OAE requires all authors to register all relevant clinical trials that are reported in manuscripts submitted. OAE follows the 
World Health Organization (WHO)’s definition of clinical trials: “A clinical trial is any research study that prospectively 
assigns human participants or groups of humans to one or more health-related interventions to evaluate the effects on 
health outcomes. Interventions include but are not restricted to drugs, cells, other biological products, surgical procedures, 
radiologic procedures, devices, behavioral treatments, process-of-care changes, preventive care, etc.”.

In line with International Committee of Medical Journal Editors (ICMJE) Recommendations, OAE requires the registration 
of clinical trials in a public trial registry at or before the time of first patient enrollment. OAE accepts publicly accessible 
registration in any registry that is a primary register of the WHO International Clinical Trials Registry Platform or in 
ClinicalTrials.gov. The trial registration number should be listed at the end of the Abstract section.

Secondary data analyses of primary (parent) clinical trials should not be registered as a new clinical trial, but rather 
reference the trial registration number of the primary trial.

Editors of OAE journals will consider carefully whether studies failed to register or had an incomplete trial registration. 
Because of the importance of prospective trial registration, if there is an exception to this policy, trials must be registered 
and the authors should indicate in the publication when registration was completed and why it was delayed. Editors will 
publish a statement indicating why an exception was allowed. Please note such exceptions should be rare, and authors 
failing to prospectively register a trial risk its inadmissibility to OAE journals.

Authors who are not sure whether they need trial registration may refer to ICMJE FAQs for further information.

3.2 Research Involving Animals
Experimental research on animals should be approved by an appropriate ethics committee and must comply with 
institutional, national, or international guidelines. OAE encourages authors to comply with the AALAS Guidelines, 
the ARRIVE Guidelines, and/or the ICLAS Guidelines, and obtain prior approval from the relevant ethics committee. 
Manuscripts must include a statement indicating that the study has been approved by the relevant ethical committee and the 
whole research process complies with ethical guidelines. If a study is granted an exemption from requiring ethics approval, 
the name of the ethics committee granting the exemption and the reason(s) for the exemption should be detailed. Editors 
will take account of animal welfare issues and reserve the right to reject a manuscript, especially if the research involves 
protocols that are inconsistent with commonly accepted norms of animal research.

3.3 Research Involving Cell Lines
Authors must describe what cell lines are used and their origin so that the research can be reproduced. For established cell 
lines, the provenance should be stated and references must also be given to either a published paper or to a commercial 
source. For de novo cell lines derived from human tissue, appropriate approval from an institutional review board or 
equivalent ethical committee, and consent from the donor or next of kin, should be obtained. Such statements should be 
listed on the Declaration section of Ethical Approval and Consent to Participate in the manuscript.

Further information is available from the International Cell Line Authentication Committee (ICLAC). OAE recommends 
that authors check the NCBI database for misidentification and contamination of human cell lines.

3.4 Research Involving Plants
Experimental research on plants (either cultivated or wild), including collection of plant material, must comply with 
institutional, national, or international guidelines. Field studies should be conducted in accordance with local legislation, 
and the manuscript should include a statement specifying the appropriate permissions and/or licenses. OAE recommends 
that authors comply with the IUCN Policy Statement on Research Involving Species at Risk of Extinction and the Convention 
on the Trade in Endangered Species of Wild Fauna and Flora.

For each submitted manuscript, supporting genetic information and origin must be provided for plants that were utilized. For 
research manuscripts involving rare and non-model plants (other than, e.g., Arabidopsis thaliana, Nicotiana benthamiana, 
Oriza sativa, or many other typical model plants), voucher specimens must be deposited in a public herbarium or other 
public collections providing access to deposited materials.
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3.5 Publication Ethics Statement
OAE is a member of the Committee on Publication Ethics (COPE). We fully adhere to its Code of Conduct and to its Best 
Practice Guidelines.

The Editors of this journal enforce a rigorous peer-review process together with strict ethical policies and standards to 
guarantee to add high-quality scientific works to the field of scholarly publication. Unfortunately, cases of plagiarism, data 
falsification, image manipulation, inappropriate authorship credit, and the like, do arise. The Editors of CES take such 
publishing ethics issues very seriously and are trained to proceed in such cases with zero tolerance policy.

Authors wishing to publish their papers in CES must abide by the following:

  The author(s) must disclose any possibility of a conflict of interest in the paper prior to submission;
  The authors should declare that there is no academic misconduct in their manuscript in the cover letter;
  Authors should accurately present their research findings and include an objective discussion of the significance of their 
findings;
  Data and methods used in the research need to be presented in sufficient detail in the manuscript so that other researchers 
can replicate the work;
  Authors should provide raw data if referees and the Editors of the journal request;
  Simultaneous submission of manuscripts to more than one journal is not tolerated;
  Republishing content that is not novel is not tolerated (for example, an English translation of a paper that is already 
published in another language will not be accepted);
  The manuscript should not contain any information that has already been published. If you include already published 
figures or images, please get the necessary permission from the copyright holder to publish under the CC-BY license;
  Plagiarism, data fabrication and image manipulation are not tolerated;
  Plagiarism is not acceptable in OAE journals.

Plagiarism involves the inclusion of large sections of unaltered or minimally altered text from an existing source without 
appropriate and unambiguous attribution, and/or an attempt to misattribute original authorship regarding ideas or results, 
and copying text, images, or data from another source, even from your own publications, without giving credit to the source.
As to reusing the text that is copied from another source, it must be between quotation marks and the source must be cited. 
If a study’s design or the manuscript’s structure or language has been inspired by previous studies, these studies must be 
cited explicitly.

If plagiarism is detected during the peer-review process, the manuscript may be rejected. If plagiarism is detected after 
publication, we may publish a Correction or retract the paper.

Falsification is manipulating research materials, equipment, or processes, or changing or omitting data or results so that the 
findings are not accurately represented in the research record.

Image files must not be manipulated or adjusted in any way that could lead to misinterpretation of the information provided 
by the original image.

Irregular manipulation includes: introduction, enhancement, moving, or removing features from the original image; 
grouping of images that should be presented separately, or modifying the contrast, brightness, or color balance to obscure, 
eliminate, or enhance some information.

If irregular image manipulation is identified and confirmed during the peer-review process, we may reject the manuscript. 
If irregular image manipulation is identified and confirmed after publication, we may publish a Correction or retract the 
paper.

OAE reserves the right to contact the authors’ institution(s) to investigate possible publication misconduct if the Editors find 
conclusive evidence of misconduct before or after publication. OAE has a partnership with iThenticate, which is the most 
trusted similarity checker. It is used to analyze received manuscripts to avoid plagiarism to the greatest extent possible. 
When plagiarism becomes evident after publication, we will retract the original publication or require modifications, 
depending on the degree of plagiarism, context within the published article, and its impact on the overall integrity of the 
published study. Journal Editors will act under the relevant COPE guidelines.

4. Authorship
Authorship credit of CES should be solely based on substantial contributions to a published study, as specified in the 
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following four criteria:

  1. Substantial contributions to the conception or design of the work, or the acquisition, analysis, or interpretation of data 
for the work;
  2. Drafting the work or revising it critically for important intellectual content;
  3. Final approval of the version to be published;
  4. Agreement to be accountable for all aspects of the work in ensuring that questions related to the accuracy or integrity 
of any part of the work are appropriately investigated and resolved.

All those who meet these criteria should be identified as authors. Authors must specify their contributions in the section 
Authors’’ Contributions of their manuscripts. Contributors who do not meet all the four criteria (like only involved in 
acquisition of funding, general supervision of a research group, general administrative support, writing assistance, technical 
editing, language editing, proofreading, etc.) should be acknowledged in the section of Acknowledgement in the manuscript 
rather than being listed as authors.

If a large multiple-author group has conducted the work, the group ideally should decide who will be authors before the 
work starts and confirm authors before submission. All authors of the group named as authors must meet all the four criteria 
for authorship.

AI and AI-assisted technologies should not be listed as an author or co-author.

5. Reviewers Exclusions
You are welcome to exclude a limited number of researchers as potential Editors or reviewers of your manuscript. To ensure 
a fair and rigorous peer review process, we ask that you keep your exclusions to a maximum of three people. If you wish 
to exclude additional referees, please explain or justify your concerns—this information will be helpful for Editors when 
deciding whether to honor your request.

6. Editors and Journal Staff as Authors
Editorial independence is extremely important and OAE does not interfere with Editorial decisions. Editorial staff or 
Editors shall not be involved in processing their own academic work. Submissions authored by Editorial staff/Editors 
will be assigned to at least three independent outside reviewers. Decisions will be made by the Editor-in-Chief, including 
Special Issue papers. Journal staff are not involved in the processing of their own work submitted to any OAE journals.

7. Policy of the Use of AI and AI-assisted Technologies in Scientific Writing
Generative AI and AI-assisted technologies (e.g., large language models) are expected to be increasingly used to create 
content. In the writing process of manuscripts, using AI and AI-assisted technologies to complete key researcher work, 
such as producing scientific insights, analyzing and interpreting data or drawing scientific conclusions, is not allowed, and 
they should only be used to improve the readability and language of manuscripts.

AI and AI-assisted technologies should be used under human control and supervision as they may generate incorrect or 
prejudiced output, and they should not be listed as an author or co-author, nor cited as an author.

The use of AI and AI-assisted technologies should be disclosed by authors in their manuscripts, and a statement will be 
required in the final publication.

OAE will keep monitoring the development and adjust the policy when necessary.

8. Conflict of Interests
OAE journals require authors to declare any possible financial and/or non-financial conflicts of interest at the end of their 
manuscript and in the cover letter, as well as confirm this point when submitting their manuscript in the submission system. 
If no conflicts of interest exist, authors need to state “All authors declared that there are no conflicts of interest”. We also 
recognize that some authors may be bound by confidentiality agreements, in which cases authors need to state “All authors 
declared that they are bound by confidentiality agreements that prevent them from disclosing their competing interests in 
this work”.OAE will keep monitoring the development and adjust the policy when necessary.

9. Editorial Process

9.1 Pre-Check
New submissions are initially checked by the Managing Editor from the perspectives of originality, suitability, structure 
and formatting, conflicts of interest, background of authors, etc. Poorly prepared manuscripts may be rejected at this stage. 
If your manuscript does not meet one or more of these requirements, we will return it for further revisions.
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Once your manuscript has passed the initial check, it will be assigned to the Assistant Editor, and then the Editor-in-Chief, 
or an Associate Editor in the case of a conflict of interest, will be notified of the submission and invited to review. Regarding 
Special Issue paper, after passing the initial check, the manuscript will be successively assigned to the Assistant Editor, and 
then to the Editor-in-Chief, or an Associate Editor in the case of conflict of interest for the Editor-in-Chief to review. The 
Editor-in-Chief, or the Associate Editor may reject manuscripts that they deem highly unlikely to pass peer review without 
further consultation. Once your manuscript has passed the Editorial assessment, the Associate Editor will start to organize 
peer-review.

All manuscripts submitted to CES are screened using CrossCheck powered by iThenticate to identify any plagiarized 
content. Your study must also meet all ethical requirements as outlined in our Editorial Policies. If the manuscript does not 
pass any of these checks, we may return it to you for further revisions or decline to consider your study for publication.

9.2 Peer Review
CES operates a single-blind review process, which means that reviewers know the names of authors, but the names of 
the reviewers are hidden from the authors. The scientific quality of the research described in the manuscript is assessed 
by a minimum of three independent expert reviewers. The Editor-in-Chief is responsible for the final decision regarding 
acceptance or rejection of the manuscript.
All information contained in your manuscript and acquired during the review process will be held in the strictest confidence.

9.3 Decisions
Your research will be judged on scientific soundness only, not on its perceived impact as judged by Editors or referees. 
There are three possible decisions: Accept (your study satisfies all publication criteria), Invitation to Revise (more work is 
required to satisfy all criteria), and Reject (your study fails to satisfy key criteria and it is highly unlikely that further work 
can address its shortcomings). All of the following publication criteria must be fulfilled to enable your manuscript to be 
accepted for publication:
  Originality
The study reports original research and conclusions.
  Data availability
All data to support the conclusions either have been provided or are otherwise publicly available.
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