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Abstract
In this paper, the decentralized tracking control (DTC) problem is investigated for a class of continuous-time nonlinear
systems with external disturbances. First, the DTC problem is resolved by converting it into the optimal tracking
controller design for augmented tracking isolated subsystems (ATISs). A cost function with a discount is taken into
consideration. Then, in the case of external disturbances, the DTC scheme is effectively constructed via adding the
appropriate feedback gain to each ATIS. In addition, utilizing the approximation property of the neural network, the
critic network is constructed to solve the Hamilton-Jacobi-Isaacs equation, which can derive the optimal tracking
control law and the worst disturbance law. Moreover, the updating rule is improved during the process of weight
learning, which removes the requirement for initial admission control. Finally, through the interconnected spring-
mass-damper system, a simulation example is given to verify the availability of the DTC scheme.

Keywords: Adaptive dynamic programming, discounted cost function, decentralized tracking control, disturbance
rejection, interconnected spring-mass-damper systems, neural networks, optimal control
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1. INTRODUCTION
For large-scale nonlinear interconnected systems, which are considered as nonlinear plants consisting of many
interconnected subsystems, decentralized control has become a research hotspot in the last few decades [1–4].
Compared with the centralized control, the decentralized control has the advantages of simplifying the struc-
ture and reducing the computation burden of the controller. Besides, the local controller only depends on
the information of the local subsystem. Meanwhile, with the development of science and technology, inter-
connected engineering applications have become increasingly complex, such as robotic systems [5] and power
systems [6,7]. In [8–10], we found that the decentralized control of the large-scale system was connected with the
optimal control of the isolated subsystems, which means the optimal control method [11–14] can be adopted
to achieve the design purpose of the decentralized controllers. However, the optimal control of the nonlin-
ear system often needs to solve the Hamilton-Jacobi-Bellman (HJB) or Hamilton-Jacobi-Isaacs (HJI) equation,
which can be solved by using the adaptive dynamic programming (ADP) method [15,16]. Besides, in [13], Wang
et al. investigated the latest intelligent critic framework for advanced optimal control. In [14], the optimal
feedback stabilization problem was discussed with discounted guaranteed cost for nonlinear systems. It fol-
lows that the interconnection plays a significant role in designing the controller. Hence, it can be classified
as decentralized and distributed control schemes. There is a certain distinction between decentralized control
and distributed control. For decentralized control, each sub-controller only uses local information and the
interconnection among subsystems can be assumed to be weak in nature. Compared with the decentralized
control, the distributed control [17–19] can be introduced to improve the performance of the subsystems when
the interconnections among subsystems become strong. In [20], the distributed optimal observer was devised
to assess the nonlinear leader state for all followers. In [21], the distributed control was developed by means of
online reinforcement learning for interconnected systems with exploration.

It is worth mentioning that the ADP algorithm has been extensively employed for dealing with various opti-
mal regulation problems and tracking problems [22–24], which will achieve the goal, that is, the actual signal can
track the reference signal under the noisy and the uncertain environment. In [25], Ha et al. proposed a novel
cost function to explore the evaluation framework of the optimal tracking control problem. Then, aimed at
complicated control systems, it is necessary to consider decentralized tracking control (DTC) problems [26–29].
The DTC systems can be transformed into the the nominal augmented tracking isolated subsystems (ATISs),
which are composed of the tracking error and the reference signal. In [26], Qu et al. proposed a novel formu-
lation consisting of a steady-state controller and a modified optimal feedback controller of the DTC strategy.
Besides, the asymptotic DTC was realized by introducing two integral bounded functions in [27]. In [28], Liu et
al. proposed a finite-time DTC method for a class of nonstrict feedback interconnected systems with distur-
bances. Moreover, the adaptive fuzzy output-feedback DTC design was investigated for switched large-scale
systems in [29].

Game theory is a discipline that implements corresponding strategies. It contains cooperative and noncooper-
ative types, that is, zero-sum (ZS) games and non-ZS games. In particular, ZS games have been widely applied
in many fields [30–33]. The object of the ZS game is to derive the Nash equilibrium of nonliner systems, which
makes the cost function optimized. In [31], the finite-horizon H-infinity state estimator design was studied for
periodic neural networks over multiple fading channels. The noncooperative control problem was formulated
as a two-player ZS game in [32]. In [33], Wang et al. investigated the stability of the general value iteration al-
gorithm for ZS games. At the same time, we can also combine the ZS problem with the tracking problem to
make the system more stable while achieving the trajectory tracking. In [34], Zhang et al. developed an online
model-free integral reinforcement learning algorithm for solving the H-infinity optimal tracking problem for
completely unknown systems. In [35], a general bounded 𝐿2 gain tracking policy was introduced with a dis-
counted function. In [36], Hou et al. proposed an action-disturbance-critic neural network frame to realize the
iterative dual heuristic programming algorithm.

http://dx.doi.org/10.20517/ces.2023.04
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As can be seen from the above, there are few studies that combine the DTC problem with the ZS game prob-
lem. It is necessary to take the related discounted cost function into account for the DTC system, which can
transform the DTC problem into an optimal control problem with disturbances. In practice, the existence of
disturbances will make an unpredictable impact on the plant. Hence, it is of vital importance to consider the
stability of the DTC system. In the experimental simulation, it is a challenge to achieve the goal of effective
online weight training, which is implemented under the tracking control law and the disturbance control law.
Consequently, in this paper, we put forward a novel method in view of ADP to resolve the DTC problem
with external disturbances for continuous-time (CT) nonlinear systems. More importantly, for the sake of
overcoming the difficulty of selecting initial admissible control policies, an additional term is added during
the weight updating process. Remarkably, in this paper, we introduce the discount factor for maximizing and
minimizing the corresponding cost function.

The contributions of this paper are as follows: First, considering the disturbance input in the DTC system, the
strategy feasibility and the system stability are discussed through theoretical proofs. It is worth noting that the
discount factor is introduced to the cost function. Moreover, in the process of online weight training, we can
make the DTC system reach a stable state without selecting the initial admissible control law. Additionally, we
present the experimental process of the spring-mass-damper system. Besides, we derive the desired tracking
error curves as well as control strategy curves, which demonstrates that they are uniformly ultimately bounded
(UUB).

The whole paper is divided into six sections. The first section is the introduction of relevant background
knowledges of the research content. The second section is the problem statement of basic problems about
the two person ZS game and the DTC strategy. In the third section, we design the decentralized tracking
controller by using the optimal control method through solving the HJI equations. Meanwhile, the relevant
lemma and theorem are given to validate the establishment of the DTC strategy. In the fourth section, the
design method in accordance with adaptive critic is elaborated. Most importantly, an improved critic learning
rule is implemented via critic networks. In the fifth section, the practicability of this method is validated by an
interconnected spring-mass-damper system. Finally, the sixth section displays conclusions and summarizes
overall research content of the whole paper.

2. PROBLEM STATEMENT
Consider a CT nonlinear interconnected system with disturbances, which is composed of 𝑁 interconnected
subsystems. Its dynamic description can be expressed as

¤𝑥𝑖 (𝑡) = 𝑓𝑖 (𝑥𝑖 (𝑡)) + 𝑔𝑖 (𝑥𝑖 (𝑡))
(
𝑢̄𝑖 (𝑥𝑖 (𝑡)) + 𝑍̄𝑖 (𝑥(𝑡))

)
+ ℎ𝑖 (𝑥𝑖 (𝑡))𝑣𝑖 (𝑥𝑖 (𝑡)), (1)

where 𝑖 = 1, 2, . . . , 𝑁 , 𝑥𝑖 (𝑡) ∈ R𝑛𝑖 is the state vector of the 𝑖th subsystem and 𝑥(𝑡) denotes the partial inter-
connected state related to other subsystems of the large-scale system. 𝑢̄𝑖 (𝑥𝑖 (𝑡)) ∈ R𝑚𝑖 is the control input
and 𝑣𝑖 (𝑥𝑖 (𝑡)) ∈ R𝑞𝑖 is the external disturbance input. As for the 𝑖th subsystem, we denote 𝑓𝑖 (𝑥𝑖 (𝑡)), 𝑔𝑖 (𝑥𝑖 (𝑡)),
ℎ𝑖 (𝑥𝑖 (𝑡)), and 𝑍̄𝑖 (𝑥(𝑡)) as the nonlinear internal dynamics, the input gain matrix, the disturbance gain matrix,

and the interconnected item in sequence. Besides, [𝑥T
1 , 𝑥

T
2 , . . . , 𝑥

T
𝑁 ]

T ∈ R𝑛 denotes the whole state of the
large-scale system Equation (1), where 𝑛 =

∑𝑁
𝑖=1 𝑛𝑖 . Accordingly, 𝑥1, 𝑥2, . . . , 𝑥𝑁 are named local states and

𝑢̄1(𝑥1), 𝑢̄2(𝑥2), . . . , 𝑢̄𝑁 (𝑥𝑁 ) are called local controllers. We let 𝑅𝑖 ∈ R𝑚𝑖×𝑚𝑖 be the symmetric positive definite
matrix and denote 𝑍𝑖 (𝑥(𝑡)) = 𝑅𝑖1/2 𝑍̄𝑖 (𝑥(𝑡)). In addition, 𝑍𝑖 (𝑥(𝑡)) ∈ R𝑚𝑖 is bounded as follows:

‖𝑍𝑖 (𝑥(𝑡))‖ ≤
𝑁∑
𝑗=1
𝛼𝑖 𝑗𝜃𝑖 𝑗 (𝑥 𝑗 ) ≤

𝑁∑
𝑗=1

𝛽𝑖 𝑗𝜃 𝑗 (𝑥 𝑗 ), (2)

where 𝑗 = 1, 2, . . . , 𝑁 , 𝛼𝑖 𝑗 is the nonnegative constant, 𝜃𝑖 𝑗 (𝑥 𝑗 ) is the positive semidefinite function. Besides,
we define 𝜃 𝑗 (𝑥 𝑗 ) = max {𝜃1 𝑗 (𝑥 𝑗 ), 𝜃2 𝑗 (𝑥 𝑗 ), . . . , 𝜃𝑁 𝑗 (𝑥 𝑗 )} and the element of {𝜃1 𝑗 (𝑥 𝑗 ), 𝜃2 𝑗 (𝑥 𝑗 ), . . . , 𝜃𝑁 𝑗 (𝑥 𝑗 )}

http://dx.doi.org/10.20517/ces.2023.04
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will not reach zero at the same time. For this reason, 𝛽𝑖 𝑗 ≥ 𝛼𝑖 𝑗𝜃𝑖 𝑗 (𝑥 𝑗 )/𝜃 𝑗 (𝑥 𝑗 ) holds, where 𝛽𝑖 𝑗 is also the
nonnegative constant.

In this paper, considering the nonlinear system Equation (1), a reference system is introduced as follows:

¤𝑟𝑖 (𝑡) = 𝜁𝑖 (𝑟𝑖 (𝑡)), (3)

where 𝑟𝑖 (𝑡) ∈ R𝑛𝑖 denotes the desired trajectory with 𝑟𝑖 (0) = 𝑟𝑖0, the function 𝜁𝑖 is locally Lipschitz continuous
satisfying 𝜁𝑖 (0) = 0. For the 𝑖th subsystem, the trajectory tracking error can be defined as 𝑒𝑖 (𝑡) = 𝑥𝑖 (𝑡) − 𝑟𝑖 (𝑡)
with 𝑒𝑖 (0) = 𝑒𝑖0. Thus, the dynamics of the tracking error is

¤𝑒𝑖 (𝑡) = 𝑓𝑖 (𝑥𝑖 (𝑡)) + 𝑔𝑖 (𝑥𝑖 (𝑡))
(
𝑢̄𝑖 (𝑥𝑖 (𝑡)) + 𝑍̄𝑖 (𝑥(𝑡))

)
+ ℎ𝑖 (𝑥𝑖 (𝑡))𝑣𝑖 (𝑥𝑖 (𝑡)) − 𝜁𝑖 (𝑟𝑖 (𝑡)). (4)

Noticing 𝑥𝑖 (𝑡) = 𝑒𝑖 (𝑡) + 𝑟𝑖 (𝑡), we define the augmented subsystem states as 𝑦𝑖 (𝑡) = [𝑒T𝑖 (𝑡), 𝑟T𝑖 (𝑡)]T ∈ R2𝑛𝑖

with 𝑦𝑖 (0) = 𝑦𝑖0 = [𝑒T𝑖0 , 𝑟T𝑖0 ]T. Hence, the dynamic of the 𝑖th ATIS based on Equations (1) and (3) can be
formulated as a concise form

¤𝑦𝑖 (𝑡) = F𝑖 (𝑦𝑖 (𝑡)) + G𝑖 (𝑦𝑖 (𝑡))
(
𝑢̄𝑖 (𝑦𝑖 (𝑡)) + 𝑍̄𝑖 (𝑦(𝑡))

)
+ H𝑖 (𝑦𝑖 (𝑡))𝑣𝑖 (𝑦𝑖 (𝑡)), (5)

where F𝑖 (𝑦𝑖 (𝑡)) ∈ R2𝑛𝑖 , G𝑖 (𝑦𝑖 (𝑡)) ∈ R2𝑛𝑖×𝑚𝑖 , and H𝑖 (𝑦𝑖 (𝑡)) ∈ R2𝑛𝑖×𝑞𝑖 respectively. Specifically, they can be
expressed as

F𝑖 (𝑦𝑖 (𝑡)) =
[
𝑓𝑖 (𝑒𝑖 (𝑡) + 𝑟𝑖 (𝑡)) − 𝜁𝑖 (𝑟𝑖 (𝑡))

𝜁𝑖 (𝑟𝑖 (𝑡))

]
, (6)

G𝑖 (𝑦𝑖 (𝑡)) =
[
𝑔𝑖 (𝑒𝑖 (𝑡) + 𝑟𝑖 (𝑡))

0𝑛𝑖×𝑚𝑖

]
, (7)

H𝑖 (𝑦𝑖 (𝑡)) =
[
ℎ𝑖 (𝑒𝑖 (𝑡) + 𝑟𝑖 (𝑡))

0𝑛𝑖×𝑞𝑖

]
. (8)

We aim to design a pair of decentralized control policies 𝑢̄1, 𝑢̄2, . . . , 𝑢̄𝑁 to ensure that large-scale system Equa-
tion (1) can track the desired object while being restricted by external disturbances. It means that as 𝑡 → +∞,
‖𝑥𝑖 (𝑡) − 𝑟𝑖 (𝑡)‖ → 0. Meanwhile, it is noteworthy that the control pair 𝑢̄1, 𝑢̄2, . . . , 𝑢̄𝑁 should be pointed out
only as a corresponding controller with the local information. In what follows, it presents the DTC problem
by transforming it into the optimal controller design of ATISs by considering an appropriate discounted cost
function.

3. DTC DESIGN VIA OPTIMAL REGULATION
3.1. Optimal control and the HJI equations
In this section, the optimal DTC strategy of the ATIS with the disturbance rejection is elaborated. It is ad-
dressed by solving the HJI equation with a discounted cost function. Then, we consider the nominal part of
the augmented system Equation (5) as

¤𝑦𝑖 (𝑡) = F𝑖 (𝑦𝑖 (𝑡)) + G𝑖 (𝑦𝑖 (𝑡))𝑢𝑖 (𝑦𝑖 (𝑡)) + H𝑖 (𝑦𝑖 (𝑡))𝑣𝑖 (𝑦𝑖 (𝑡)). (9)

We assume that F𝑖 +G𝑖𝑢𝑖 +H𝑖𝑣𝑖 is Lipschitz continuous on a setΩ𝑖 ⊂ R2𝑛𝑖 , which is commonly used in the field
of adaptive critic control to ensure the existence and uniqueness of the solution for the differential equation.
Related to the 𝑖th ATIS, we manage to minimize and maximize the discounted cost function as

𝐽𝑖 (𝑦𝑖0) =
∫ ∞

0
𝑒−𝜆𝑖 (𝜏−𝑡)

{
𝑦T𝑖 (𝜏)𝑄𝑖𝑦𝑖 (𝜏) + 𝑢T

𝑖 (𝑦𝑖 (𝜏))𝑅𝑖𝑢𝑖 (𝑦𝑖 (𝜏)) − 𝜚2
𝑖 𝑣

T
𝑖 (𝑦𝑖 (𝜏))𝑣𝑖 (𝑦𝑖 (𝜏))

}
d𝜏, (10)

http://dx.doi.org/10.20517/ces.2023.04
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where𝑄𝑖 ∈ R2𝑛𝑖×2𝑛𝑖 , 𝑅𝑖 ∈ R𝑚𝑖×𝑚𝑖 are both positive definite matrices. Herein, we let 𝑦T𝑖 𝑄𝑖𝑦𝑖 − 𝜚2
𝑖 𝑣

T
𝑖 (𝑦𝑖)𝑣𝑖 (𝑦𝑖) =

𝛾2
𝑖 (𝑦𝑖) and 𝜃𝑖 (𝑦𝑖) ≤

√
𝛾2
𝑖 (𝑦𝑖) − 𝜆𝑖𝐽𝑖 (𝑦𝑖), where 𝛾2

𝑖 (𝑦𝑖) > 𝜆𝑖𝐽𝑖 (𝑦𝑖). It is worth noting that this inequality is
employed to prove the feasibility of Theorem 1. Then, Equation (10) can be equivalent to

𝐽𝑖 (𝑦𝑖0) =
∫ ∞

0
𝑒−𝜆𝑖 (𝜏−𝑡)

{
𝛾2
𝑖 (𝑦𝑖) + 𝑢T

𝑖 (𝑦𝑖 (𝜏))𝑅𝑖𝑢𝑖 (𝑦𝑖 (𝜏))
}
d𝜏. (11)

If Equation (11) is continuously differentiable, the nonlinear Lyapunov equation is the infinitely small form of
Equation (11). The Lyapunov equation is as follows:

𝛾2
𝑖 (𝑦𝑖) + 𝑢T

𝑖 (𝑦𝑖)𝑅𝑖𝑢𝑖 (𝑦𝑖) − 𝜆𝑖𝐽𝑖 (𝑦𝑖) + (∇𝐽𝑖 (𝑦𝑖))T [F𝑖 (𝑦𝑖) + G𝑖 (𝑦𝑖)𝑢𝑖 (𝑦𝑖) + H𝑖 (𝑦𝑖)𝑣𝑖 (𝑦𝑖)] = 0. (12)

Define the Hamiltonian of the ith ATIS for the optimization problem as

𝐻𝑖 (𝑦𝑖 , 𝑢𝑖 , 𝑣𝑖 ,∇𝐽𝑖 (𝑦𝑖)) = 𝛾2
𝑖 (𝑦𝑖) + 𝑢T

𝑖 (𝑦𝑖)𝑅𝑖𝑢𝑖 (𝑦𝑖) − 𝜆𝑖𝐽𝑖 (𝑦𝑖) + (∇𝐽𝑖 (𝑦𝑖))T

× [F𝑖 (𝑦𝑖) + G𝑖 (𝑦𝑖)𝑢𝑖 (𝑦𝑖) + H𝑖 (𝑦𝑖)𝑣𝑖 (𝑦𝑖)] . (13)

To acquire the saddle point solution {𝑢∗𝑖 , 𝑣
∗
𝑖 }, the local optimal cost function need to satisfy the following Nash

condition

𝐽𝑖
∗(𝑦𝑖0) = min

𝑢𝑖
max
𝑣𝑖

𝐽𝑖 (𝑦𝑖0). (14)

Then, the optimal cost function 𝐽∗𝑖 (𝑦𝑖) is derived via solving the local HJI equation in the following:

min
𝑢𝑖

max
𝑣𝑖

𝐻𝑖 (𝑦𝑖 , 𝑢𝑖 , 𝑣𝑖 ,∇𝐽∗𝑖 (𝑦𝑖)) = 0. (15)

Due to the saddle point solution {𝑢∗𝑖 , 𝑣
∗
𝑖 } satisfies the extremum theorem, the optimal tracking control law and

the worst disturbance law can be computed by

𝑢∗𝑖 (𝑦𝑖) = −1
2
𝑅−1
𝑖 GT

𝑖 (𝑦𝑖)∇𝐽∗𝑖 (𝑦𝑖), (16)

𝑣∗𝑖 (𝑦𝑖) =
1

2𝜚2
𝑖

HT
𝑖 (𝑦𝑖)∇𝐽∗𝑖 (𝑦𝑖). (17)

Substituting the optimal tracking control strategy Equation (16) into Equation (15), the HJI equation for the
𝑖th ATIS becomes

(∇𝐽∗𝑖 (𝑦𝑖))T [F𝑖 (𝑦𝑖) + H𝑖 (𝑦𝑖)𝑣∗𝑖 (𝑦𝑖)] + 𝛾2
𝑖 (𝑦𝑖) − 𝜆𝑖𝐽∗𝑖 (𝑦𝑖) −

1
4
(∇𝐽∗𝑖 (𝑦𝑖))TG𝑖 (𝑦𝑖)𝑅−1

𝑖 GT
𝑖 (𝑦𝑖)∇𝐽∗𝑖 (𝑦𝑖) = 0. (18)

3.2. Establishment of the DTC strategy design
In the following, we present the DTC strategy by adding the feedback gain to the interconnected system Equa-
tion (5). Herein, the following lemma is given by

Lemma 1 Considering the ATIS Equation (9), the feedback control

𝑢̄𝑖 (𝑦𝑖) = 𝑘𝑖𝑢∗𝑖 (𝑦𝑖) (19)

can ensure the 𝑁 ATISs are asymptotically stable as long as 𝑘𝑖 ≥ 1/2, which makes the tracking error approach
to zero.
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Proof. The lemma can be proved by showing 𝐽∗𝑖 (𝑦𝑖) is a candidate Lyapunov function. We can find 𝐽∗𝑖 (𝑦𝑖) ≥ 0
in Equation (11), which implies that 𝐽∗𝑖 (𝑦𝑖) is a positive definite function. The derivative of 𝐽∗𝑖 (𝑦𝑖) along with
the 𝑖th ATIS is given by

¤𝐽∗𝑖 (𝑦𝑖) = (∇𝐽∗𝑖 (𝑦𝑖))T ¤𝑦𝑖
= (∇𝐽∗𝑖 (𝑦𝑖))T [F𝑖 (𝑦𝑖) + G𝑖 (𝑦𝑖)𝑢̄𝑖 (𝑦𝑖) + H𝑖 (𝑦𝑖)𝑣𝑖 (𝑦𝑖)] . (20)

Substituting Equations (18) and (19) into Equation (20), we can rewrite it as

¤𝐽∗𝑖 (𝑦𝑖) = − 𝛾2
𝑖 (𝑦𝑖) + 𝜆𝑖𝐽∗𝑖 (𝑦𝑖) +

1
4
(∇𝐽∗𝑖 (𝑦𝑖))TG𝑖 (𝑦𝑖)𝑅−1

𝑖 GT
𝑖 (𝑦𝑖)∇𝐽∗𝑖 (𝑦𝑖)

− 1
2
𝑘𝑖 (∇𝐽∗𝑖 (𝑦𝑖))TG𝑖 (𝑦𝑖)𝑅−1

𝑖 GT
𝑖 (𝑦𝑖)∇𝐽∗𝑖 (𝑦𝑖)

= − (𝛾2
𝑖 (𝑦𝑖) − 𝜆𝑖𝐽∗𝑖 (𝑦𝑖)) −

(
1
2
𝑘𝑖 −

1
4

) 



𝑅− 1
2

𝑖 GT
𝑖 (𝑦𝑖)∇𝐽∗𝑖 (𝑦𝑖)





2
. (21)

Observing Equation (21), we can obtain that ¤𝐽∗𝑖 (𝑦𝑖) < 0 holds under the condition 𝛾2
𝑖 (𝑦𝑖) > 𝜆𝑖𝐽

∗
𝑖 (𝑦𝑖) for all

𝑘𝑖 ≥ 1/2 and 𝑦𝑖 ≠ 0. Thus, the conditions are satisfied for Lyapunov local stability theory and the actual state of
each ATIS can realize desired tracking objectives under the feedback control strategy. The proof is completed.

Remark 1. It is worth mentioning that only when 𝑘𝑖 = 1, the feedback control is optimal. Then, we will show the
following theorem to verify the proposed control law can effectively establish the DTC strategy.

Theorem 1 Taking Equation (2) and the interconnected augmented tracking system Equation (5) into account,
there exist 𝑁 positive numbers 𝑘∗𝑖 , such that, for any 𝑘𝑖 > 𝑘∗𝑖 , the feedback control polices given by Equa-
tion (19) guarantee that the interconnected tracking system can maintain the asymptotic stability. In other
words, the control pair 𝑢̄1(𝑦1), 𝑢̄2(𝑦2), . . . , 𝑢̄𝑁 (𝑦𝑁 ) is the DTC strategy for the large-scale system.

Proof. Inspired by Lemma 1, we observe that 𝐽∗𝑖 (𝑦𝑖) is the Lyapunov function. Therefore, a composite Lya-
punov function of 𝐽∗𝑖 (𝑦𝑖) is chosen as

L(𝑦) =
𝑁∑
𝑖=1

𝜇𝑖𝐽
∗
𝑖 (𝑦𝑖), (22)

where 𝜇𝑖 is a random positive constant. Taking the time derivative of L(𝑦), we have

¤L(𝑦) =
𝑁∑
𝑖=1

𝜇𝑖 ¤𝐽∗𝑖 (𝑦𝑖)

=
𝑁∑
𝑖=1

𝜇𝑖

{
(∇𝐽∗𝑖 (𝑦𝑖))T [F𝑖 (𝑦𝑖) + G𝑖 (𝑦𝑖)𝑢̄𝑖 (𝑦𝑖) + H𝑖 (𝑦𝑖)𝑣𝑖 (𝑦𝑖)]

+ (∇𝐽∗𝑖 (𝑦𝑖))TG𝑖 (𝑦𝑖) 𝑍̄𝑖 (𝑦)
}
. (23)

Considering Equation (2), the mentioned inequality 𝜃𝑖 (𝑦𝑖) ≤
√
𝛾2
𝑖 (𝑦𝑖) − 𝜆𝑖𝐽𝑖 (𝑦𝑖), where 𝛾2

𝑖 (𝑦𝑖) > 𝜆𝑖𝐽𝑖 (𝑦𝑖), and
Equation (21), the upper formula can be converted to

¤L(𝑦) ≤ −
𝑁∑
𝑖=1

𝜇𝑖

{
𝛾2
𝑖 (𝑦𝑖) − 𝜆𝑖𝐽𝑖 (𝑦𝑖) +

(
1
2
𝑘𝑖 −

1
4

) 



(∇𝐽∗𝑖 (𝑦𝑖))TG𝑖 (𝑦𝑖)𝑅
− 1

2
𝑖





2

−




(∇𝐽∗𝑖 (𝑦𝑖))TG𝑖 (𝑦𝑖)𝑅

− 1
2

𝑖





 𝑁∑
𝑖=1

𝛽𝑖 𝑗

√
𝛾2
𝑖 (𝑦𝑖) − 𝜆𝑖𝐽𝑖 (𝑦𝑖)

}
. (24)
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Herein, in order to transform Equation (24) to the compact form, we denote

𝑀 = diag{𝜇1, 𝜇2, . . . , 𝜇𝑁 }, (25)

𝐾 = diag
{

1
2
𝑘1 −

1
4
,
1
2
𝑘2 −

1
4
, . . . ,

1
2
𝑘𝑁 − 1

4

}
, (26)

𝐵 =


𝛽11 𝛽12 . . . 𝛽1𝑁
𝛽21 𝛽22 . . . 𝛽2𝑁
...
...

. . .
...

𝛽𝑁1𝛽𝑁2 . . . 𝛽𝑁𝑁


. (27)

Therefore, we introduce a 2𝑁-dimensional column vector 𝜗, which consists of the 𝑁-dimensional column vec-

tor
√
𝛾2
𝑖 (𝑦𝑖) − 𝜆𝑖𝐽𝑖 (𝑦𝑖) and the 𝑁-dimensional column vector





(∇𝐽∗𝑖 (𝑦𝑖))TG𝑖 (𝑦𝑖)𝑅
− 1

2
𝑖





. Its form is as follows:

𝜗 =



√
𝛾2

1 (𝑦1) − 𝜆1𝐽1(𝑦1)√
𝛾2

2 (𝑦2) − 𝜆2𝐽2(𝑦2)
...√

𝛾2
𝑁 (𝑦𝑁 ) − 𝜆𝑁 𝐽𝑁 (𝑦𝑁 )





(∇𝐽∗1 (𝑦1))TG1(𝑦1)𝑅
− 1

2
1









(∇𝐽∗2 (𝑦2))TG2(𝑦2)𝑅
− 1

2
2






...



(∇𝐽∗𝑁 (𝑦𝑁 ))TG𝑁 (𝑦𝑁 )𝑅

− 1
2

𝑁









(28)

Next, Equation (24) can be transformed to the following compact form:

¤L(𝑦) ≤ −𝜗T
[

𝑀 − 1
2𝐵

T𝑀
− 1

2𝑀𝐵 𝑀𝐾

]
𝜗

≜ −𝜗T𝒜𝜗. (29)

According to Equation (29), it can be concluded that when 𝑘𝑖 is sufficiently large, the matrix 𝒜 is positive
definite, whichmeans there exist 𝑘∗𝑖 so that any 𝑘𝑖 > 𝑘

∗
𝑖 sufficiently large to ensure the positive definite property

of𝒜. Then, we get ¤L(𝑦) < 0. Consequently, the DTC strategy with external disturbances is constructed. The
proof is completed.

Obviously, the key point of designing the DTC strategy is to obtain the optimal controller of the ATIS based
on Theorem 1. Next, for the sake of getting hold of optimal controllers for the 𝑁 ATISs by solving the HJI
equations, in the following, we employ the ADPmethod to obtain the approximate optimal solutions bymeans
of critic networks.
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4. OPTIMAL DTC DESIGN VIA NEURAL NETWORKS
4.1. Implementation procedure via neural networks
In this section, we show the process of finding the approximate optimal solution by employing theADPmethod
based on neural networks. The critic networks have the capability of approximating nonlinear mapping, and
the approximate cost function can be derived for the DTC system. Hence, 𝐽∗𝑖 (𝑦𝑖) can be expressed as

𝐽∗𝑖 (𝑦𝑖) = 𝑤T
𝑐𝑖𝜎𝑐𝑖 (𝑦𝑖) + 𝜉𝑐𝑖 (𝑦𝑖), (30)

where 𝑤𝑐𝑖 ∈ R𝑙𝑐𝑖 is the ideal weight vector, 𝑙𝑐𝑖 is the number of neurons in the hidden layer, 𝜎𝑐𝑖 (𝑦𝑖) ∈ R𝑙𝑐𝑖 is the
activation function, and 𝜉𝑐𝑖 (𝑦𝑖) is the reconstruction error of the 𝑖th neural network. The gradient of 𝐽∗𝑖 (𝑦𝑖) is
formulated as

∇𝐽∗𝑖 (𝑦𝑖) = (∇𝜎𝑐𝑖 (𝑦𝑖))T𝑤𝑐𝑖 + ∇𝜉𝑐𝑖 (𝑦𝑖), (31)

Considering Equation (16), the optimal control policy for the 𝑖th ATIS is replaced by

𝑢∗𝑖 (𝑦𝑖) = −1
2
𝑅−1
𝑖 GT

𝑖 (𝑦𝑖)
(
(∇𝜎𝑐𝑖 (𝑦𝑖))T𝑤𝑐𝑖 + ∇𝜉𝑐𝑖 (𝑦𝑖)

)
. (32)

Utilizing Equations (31) and (32), the Hamiltonian associated with the 𝑖th ATIS is obtained as

𝐻𝑖 (𝑦𝑖 , 𝑣𝑖 (𝑦𝑖), 𝑤𝑐𝑖) = 𝛾2
𝑖 (𝑦𝑖) − 𝜆𝑖 (𝑤T

𝑐𝑖𝜎𝑐𝑖 (𝑦𝑖)) + 𝑤T
𝑐𝑖 (∇𝜎𝑐𝑖 (𝑦𝑖)) [F𝑖 (𝑦𝑖) + H𝑖 (𝑦𝑖)𝑣𝑖 (𝑦𝑖)]

− 1
4
𝑤T
𝑐𝑖∇𝜎𝑐𝑖 (𝑦𝑖)G𝑖 (𝑦𝑖)𝑅−1

𝑖 GT
𝑖 (𝑦𝑖)(∇𝜎𝑐𝑖 (𝑦𝑖))T𝑤𝑐𝑖 + 𝑒𝑐ℎ𝑖 = 0, (33)

where 𝑒𝑐ℎ𝑖 is the residual error of the neural network. To avoid the unknown ideal weight vector, we construct
𝑁 critic neural networks to approximate 𝐽∗𝑖 (𝑦𝑖) as

𝐽∗𝑖 (𝑦𝑖) = 𝑤̂T
𝑐𝑖𝜎𝑐𝑖 (𝑦𝑖), (34)

where 𝑤̂𝑐𝑖 is the estimated weight. Likewise, the derivative of 𝐽∗𝑖 (𝑦𝑖) is

∇𝐽∗𝑖 (𝑦𝑖) = (∇𝜎𝑐𝑖 (𝑦𝑖))T𝑤̂𝑐𝑖 . (35)

Based on Equation (35), we obtain the estimated value of 𝑢∗𝑖 (𝑦𝑖) and 𝑣∗𝑖 (𝑦𝑖) as

𝑢̂∗𝑖 (𝑦𝑖) = −1
2
𝑅−1
𝑖 GT

𝑖 (𝑦𝑖) (∇𝜎𝑐𝑖 (𝑦𝑖))T𝑤̂𝑐𝑖 , (36)

𝑣̂∗𝑖 (𝑦𝑖) =
1

2𝜚2
𝑖

HT
𝑖 (𝑦𝑖) (∇𝜎𝑐𝑖 (𝑦𝑖))T𝑤̂𝑐𝑖 . (37)

Considering Equations (34-36), the approximate Hamiltonian is expressed as

𝐻̂𝑖 (𝑦𝑖 , 𝑣̂∗𝑖 (𝑦𝑖), 𝑤̂𝑐𝑖) = 𝛾2
𝑖 (𝑦𝑖) − 𝜆𝑖 (𝑤̂T

𝑐𝑖𝜎𝑐𝑖 (𝑦𝑖)) + 𝑤̂T
𝑐𝑖 (∇𝜎𝑐𝑖 (𝑦𝑖)) [F𝑖 (𝑦𝑖) + H𝑖 (𝑦𝑖)𝑣̂∗𝑖 (𝑦𝑖)]

− 1
4
𝑤̂T
𝑐𝑖∇𝜎𝑐𝑖 (𝑦𝑖)G𝑖 (𝑦𝑖)𝑅−1

𝑖 GT
𝑖 (𝑦𝑖)(∇𝜎𝑐𝑖 (𝑦𝑖))T𝑤̂𝑐𝑖 = 𝑒𝑐𝑖 . (38)

Then, we obtain an error function of the Hamiltonian, which is denoted as 𝑒𝑐𝑖 and is expressed by

𝑒𝑐𝑖 = 𝐻̂𝑖 (𝑦𝑖 , 𝑣̂∗𝑖 (𝑦𝑖), 𝑤̂𝑐𝑖) − 𝐻𝑖 (𝑦𝑖 , 𝑣𝑖 (𝑦𝑖), 𝑤𝑐𝑖)

= 𝜆𝑖 (𝑤̃T
𝑐𝑖𝜎𝑐𝑖 (𝑦𝑖)) − 𝑤̃T

𝑐𝑖 (∇𝜎𝑐𝑖 (𝑦𝑖)) [F𝑖 (𝑦𝑖) + H𝑖 (𝑦𝑖)𝑣𝑖 (𝑦𝑖)]

− 1
4
𝑤̃T
𝑐𝑖∇𝜎𝑐𝑖 (𝑦𝑖)G𝑖 (𝑦𝑖)𝑅−1

𝑖 GT
𝑖 (𝑦𝑖)(∇𝜎𝑐𝑖 (𝑦𝑖))T𝑤̃𝑐𝑖

+ 1
2
𝑤T
𝑐𝑖∇𝜎𝑐𝑖 (𝑦𝑖)G𝑖 (𝑦𝑖)𝑅−1

𝑖 GT
𝑖 (𝑦𝑖) (∇𝜎𝑐𝑖 (𝑦𝑖))T𝑤̃𝑐𝑖 − 𝑒𝑐ℎ𝑖 , (39)
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where 𝑤̃𝑐𝑖 = 𝑤𝑐𝑖 − 𝑤̂𝑐𝑖 is the weight error vector. At present, in order to minimize the objective function
𝐸𝑐𝑖 = (1/2)𝑒T𝑐𝑖 𝑒𝑐𝑖 , the normalised steepest descent algorithm based on Equation (38) is employed as follows:

¤̂𝑤𝑐𝑖 = −𝜂𝑐𝑖
1

(1 + 𝜙T
𝑖 𝜙𝑖)2

(
𝜕𝐸𝑐𝑖
𝜕𝑤̂𝑐𝑖

)
= −𝜂𝑐𝑖

𝜙𝑖

(1 + 𝜙T
𝑖 𝜙𝑖)2

𝑒𝑐𝑖 , (40)

where 𝜂𝑐𝑖 > 0 represents the basic learning rate. Besides, (1 + 𝜙T
𝑖 𝜙𝑖)2 is introduced for the normalization to

simplify the critic error dynamics, and 𝜙𝑖 is derived as

𝜙𝑖 = ∇𝜎𝑐𝑖 (𝑦𝑖) [F𝑖 (𝑦𝑖) + H𝑖 (𝑦𝑖)𝑣̂∗𝑖 (𝑦𝑖)] − 𝜆𝑖𝜎𝑐𝑖 (𝑦𝑖). (41)

Usually, in the traditional weight training process, it is often necessary to select the appropriate initial weight
vector for effective training. To eliminate the initial admissible control law, an improved critic learning rule is
presented in the following.

4.2. Improved critic learning rule via neural networks
Herein, an additional Lyapunov function is introduced for the purpose of improving the critic learning mech-
anism. Then, the following rational assumption is given.

Assumption 1Consider the dynamic of the 𝑖th ATIS Equation (9) with the optimal cost function Equation (14)
and the closed-loop optimal control policy Equation (32). We select 𝐽𝑠𝑖 (𝑦𝑖) as a continuously differentiable
Lyapunov function and have the following relation:

¤𝐽𝑠𝑖 (𝑦𝑖) = (∇𝐽𝑠𝑖 (𝑦𝑖))T [F𝑖 (𝑦𝑖) + G𝑖 (𝑦𝑖)𝑢∗𝑖 (𝑦𝑖) + H𝑖 (𝑦𝑖)𝑣∗𝑖 (𝑦𝑖)] < 0. (42)

In other words, there exists a positive definite matrixℬ such that

(∇𝐽𝑠𝑖 (𝑦𝑖))T [F𝑖 (𝑦𝑖) + G𝑖 (𝑦𝑖)𝑢∗𝑖 (𝑦𝑖) + H𝑖 (𝑦𝑖)𝑣∗𝑖 (𝑦𝑖)] = −(∇𝐽𝑠𝑖 (𝑦𝑖))Tℬ∇𝐽𝑠𝑖 (𝑦𝑖) ≤ −𝑠𝑚𝑖 ‖∇𝐽𝑠𝑖 (𝑦𝑖)‖2, (43)

where 𝑠𝑚𝑖 is the minimum eigenvalue of the matrixℬ.

Remark 2. Herein, themotivation of selecting the cost function 𝐽𝑠𝑖 (𝑦𝑖) is to obtain the optimal DTC strategy, which
can minimize and maximize 𝐽𝑠𝑖 (𝑦𝑖) under the optimal control law and the worst disturbance law. Moreover, we
can discuss the stability of closed-loop systems by the constructed optimal cost function. Besides, just to be clear,
𝐽𝑠𝑖 (𝑦𝑖) is derived by properly selecting the quadratic polynomial in terms of the state vector. We generally choose
𝐽𝑠𝑖 (𝑦𝑖) = 0.5𝑦𝑖T𝑦𝑖 .

When the condition occurs, that is, (∇𝐽𝑠𝑖 (𝑦𝑖))T [F𝑖 (𝑦𝑖) + G𝑖 (𝑦𝑖)𝑢∗𝑖 (𝑦𝑖) + H𝑖 (𝑦𝑖)𝑣∗𝑖 (𝑦𝑖)] > 0, which means the
system is in an unstable state under the optimal control law Equation (36). In this case, an additional term is
introduced to ensure the system stability. Based on Equation (36), some processing is performed as follows:

−𝜕 [(∇𝐽𝑠𝑖 (𝑦𝑖))T(F𝑖 (𝑦𝑖) + G𝑖 (𝑦𝑖)𝑢∗𝑖 (𝑦𝑖) + H𝑖 (𝑦𝑖)𝑣∗𝑖 (𝑦𝑖))]
𝜕𝑤̂𝑐𝑖

=

(
𝜕𝑢̂∗𝑖 (𝑦𝑖)
𝜕𝑤̂𝑐𝑖

)T−𝜕 [(∇𝐽𝑠𝑖 (𝑦𝑖))T(F𝑖 (𝑦𝑖) + G𝑖 (𝑦𝑖)𝑢∗𝑖 (𝑦𝑖) + H𝑖 (𝑦𝑖)𝑣∗𝑖 (𝑦𝑖))]
𝜕𝑢̂∗𝑖 (𝑦𝑖)

=
1
2
∇𝜎𝑐𝑖 (𝑦𝑖)G𝑖 (𝑦𝑖)𝑅−1

𝑖 GT
𝑖 (𝑦𝑖)∇𝐽𝑠𝑖 (𝑦𝑖). (44)

Thus, we describe the improved learning rule as

¤̂𝑤𝑐𝑖 = − 𝜂𝑐𝑖
𝜙𝑖

(1 + 𝜙T
𝑖 𝜙𝑖)2

𝑒𝑐𝑖 +
1
2
𝜂𝑠𝑖Π𝑖 (𝑦𝑖 , 𝑢̂∗𝑖 , 𝑣̂∗𝑖 )∇𝜎𝑐𝑖 (𝑦𝑖)G𝑖 (𝑦𝑖)𝑅−1

𝑖 GT
𝑖 (𝑦𝑖)∇𝐽𝑠𝑖 (𝑦𝑖), (45)
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Figure 1. Control structure of the ATIS. ATIS: augmented tracking isolated subsystem.

where 𝜂𝑠𝑖 > 0 represents the additional learning rate with respect to the stabilising term and Π𝑖 (𝑦𝑖 , 𝑢̂∗𝑖 , 𝑣̂∗𝑖 )
stands for the adaptation parameter term that tests the stability of the ATIS. The definition of Π𝑖 is as follows:

Π𝑖 (𝑦𝑖 , 𝑢̂∗𝑖 , 𝑣̂∗𝑖 ) =
{

0, if ¤𝐽∗𝑠𝑖 (𝑦𝑖) < 0,
1, else.

(46)

It is found that when the derivative of 𝐽𝑠𝑖 (𝑦𝑖) satisfies ¤𝐽𝑠𝑖 (𝑦𝑖) < 0, the latter term of the weight update rule
does not play its role so that the update mode is still the traditional normalized steepest descent algorithm.
When ¤𝐽𝑠𝑖 (𝑦𝑖) > 0, the latter term of the weight update rule starts to play its role of ensuring the stability, that
is, the improved weight update method is adopted. It can be seen that the system can be adjusted to be stable
under the improved weight updating criterion. Moreover, in order to clearly highlight that we have achieved
the elimination of the initial admissible control law, herein, we set the initial weight vector to zero. Through
the new critic learning rule, the structure of the proposed DTC strategy for ATIS is performed in Figure 1.

In accordance to ¤̃𝑤𝑐𝑖 = − ¤̂𝑤𝑐𝑖 and Equation (39), the specific form of 𝑤̃𝑐𝑖 is derived. Then, we can convert
the estimated weight 𝑤̂𝑐𝑖 into the form of the weight vector 𝑤𝑐𝑖 and the error weight vector 𝑤̃𝑐𝑖 , which can be
employed by proving the state 𝑦𝑖 and the weight estimation error 𝑤̃𝑐𝑖 are UUB for the closed-loop system.

5. SIMULATION EXPERIMENT
In this section, we will introduce the common mechanical vibration system, that is, the spring-mass-damper
system. The structural diagram of the mechanical system is shown in Figure 2. From it, 𝑀1 and 𝑀2 denote the
mass of two objects, 𝐾1, 𝐾2, and 𝐾3 represent the stiffness constants of three springs. 𝐶1, 𝐶2, and 𝐶3 stand for
the damping, respectively.

In addition, let 𝑃𝑖 , 𝑉𝑖 , 𝐹𝑖 , and 𝑓𝜇𝑖 be the position, the velocity, the force, and the friction applied to the object,
where 𝑖 = 1, 2. Hence, the system dynamics for 𝑀1 and 𝑀2 are as follows:

¤𝑃1 = 𝑉1, (47)

𝑀1 ¤𝑉1 = −𝐾1𝑃1 − 𝐶1𝑉1 + 𝐾2 (𝑃2 − 𝑃1) + 𝐶2 (𝑉2 −𝑉1) + 𝐹1 − 𝑓𝜇1 , (48)
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Figure 2. Simple diagram of the interconnected mass–spring–damper system.

¤𝑃2 = 𝑉2, (49)

𝑀2 ¤𝑉2 = −𝐾3𝑃2 − 𝐶3𝑉2 + 𝐾2 (𝑃1 − 𝑃2) + 𝐶2 (𝑉1 −𝑉2) + 𝐹2 − 𝑓𝜇2 . (50)

For the object𝑀1, we define 𝑥11 = 𝑃1, 𝑥12 = 𝑉1, 𝑢̄1(𝑥1) = 𝐹1, and 𝑣1(𝑥1) = 𝑓𝜇1 . In the sameway, we let 𝑥21 = 𝑃2,
𝑥22 = 𝑉2, 𝑢̄2(𝑥2) = 𝐹2, and 𝑣2(𝑥2) = 𝑓𝜇2 for the object 𝑀2. Next, the state-space of the spring-mass-damper
system is written as

¤𝑥1 =

[
¤𝑥11
¤𝑥12

]
=

[
𝑥12

− 𝐾1
𝑀1
𝑥11 − 𝐶1

𝑀1
𝑥12

]
+
[

0
1
𝑀1

]
(𝑢̄1 (𝑥1) + 𝑍1(𝑥)) +

[
0

− 1
𝑀1

]
𝑣1 (𝑥1) (51)

and

¤𝑥2 =

[
¤𝑥21
¤𝑥22

]
=

[
𝑥22

− 𝐾3
𝑀2
𝑥21 − 𝐶3

𝑀2
𝑥22

]
+
[

0
1
𝑀2

]
(𝑢̄2 (𝑥2) + 𝑍2(𝑥)) +

[
0

− 1
𝑀2

]
𝑣2 (𝑥2) , (52)

where 𝑥1 = [𝑥11, 𝑥12]T ∈ R2 and 𝑥2 = [𝑥21, 𝑥22]T ∈ R2 are system states. 𝑢̄1(𝑥1) ∈ R, 𝑢̄2(𝑥2) ∈ R, 𝑣1(𝑥1) ∈ R,
and 𝑣2(𝑥2) ∈ R are control inputs and disturbance inputs of the subsystem 1 and the subsystem 2, respectively.
Simultaneously, 𝑍1(𝑥) = 𝐾2 (𝑥21 − 𝑥11) + 𝐶2 (𝑥22 − 𝑥12) and 𝑍2(𝑥) = 𝐾2 (𝑥11 − 𝑥21) + 𝐶2 (𝑥12 − 𝑥22), which
indicates the spring 𝐾2 and the damping𝐶2 play a connecting role for two subsystems. Herein, we let 𝜃1(𝑥1) =
| |𝑥1 | | and 𝜃2(𝑥2) = |𝑥22 |. Besides, we choose 𝛽11 = 𝛽12 = 1, 𝛽21 = 𝛽22 = 1/2, and 𝜇1 = 𝜇2 = 1. Moreover,
we select 𝜆1 = 𝜆2 = 0.6, 𝜚1 = 𝜚2 = 1, 𝑅1 = 𝑅2 = 2, and 𝑄1 = 𝑄2 = 2𝐼4, where 𝐼4 is the four-dimensional
identity matrix. Above all, the desired reference trajectories 𝑟1 and 𝑟2 for two subsystems are generated by the
following command system:

¤𝑟𝑖 =
[
¤𝑟𝑖1
¤𝑟𝑖2

]
=

[
−0.5𝑟𝑖1 − 0.5𝑟𝑖2 cos (𝑟𝑖1)

sin (𝑟𝑖1) − 0.5𝑟𝑖2

]
, 𝑖 = 1, 2, (53)

where 𝑟1 = [𝑟11, 𝑟12]T ∈ R2 and 𝑟2 = [𝑟21, 𝑟22]T ∈ R2 are reference states. Then, we define the tracking
errors as 𝑒𝑖1 = 𝑥𝑖1 − 𝑟𝑖1 and 𝑒𝑖2 = 𝑥𝑖2 − 𝑟𝑖2. Hence, the augmented state vector can be expressed as 𝑦𝑖 =
[𝑦𝑖1, 𝑦𝑖2, 𝑦𝑖3, 𝑦𝑖4]T = [𝑒𝑖1, 𝑒𝑖2, 𝑟𝑖1, 𝑟𝑖2]T, 𝑖 = 1, 2. We set practical parameters as 𝑀1 = 1kg, 𝐾1 = 3N/m, and
𝐶1 = 0.5Ns/m for the subsystem 1. Similarly, we let 𝑀2 = 2kg, 𝐾3 = 5N/m, and𝐶3 = 1Ns/m for the subsystem
2. Considering Equations (51-53), the augmented system dynamics ¤𝑦1 and ¤𝑦2 can be obtained in the following
forms:

¤𝑦1 =


𝑟12 + 𝑒12 + 0.5𝑟11 + 0.5𝑟12 cos (𝑟11)

−3(𝑟11 + 𝑒11) − 0.5(𝑟12 + 𝑒12) − sin (𝑟11) + 0.5𝑟12
−0.5𝑟11 − 0.5𝑟12 cos (𝑟11)

sin (𝑟11) − 0.5𝑟12


+


0
1
0
0


𝑢̄1 (𝑦1) +


0
−1
0
0


𝑣1 (𝑦1) (54)
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Figure 3. Weights convergence process of the critic network 1 and the critic network 2.

and

¤𝑦2 =


𝑟22 + 𝑒22 + 0.5𝑟21 + 0.5𝑟22 cos (𝑟21)

−2.5(𝑟21 + 𝑒21) − 0.5(𝑟22 + 𝑒22) − sin (𝑟21) + 0.5𝑟22
−0.5𝑟21 − 0.5𝑟22 cos (𝑟21)

sin (𝑟21) − 0.5𝑟22


+


0

0.5
0
0


𝑢̄2 (𝑦2) +


0

−0.5
0
0


𝑣2 (𝑦2) . (55)

Based on the online ADP algorithm, two critic networks are constructed as follows:

𝐽∗1 (𝑦1) = 𝑤̂10𝑦
2
11 + 𝑤̂11𝑦11𝑦12 + 𝑤̂12𝑦11𝑦13 + 𝑤̂13𝑦11𝑦14 + 𝑤̂14𝑦

2
12

+ 𝑤̂15𝑦12𝑦13 + 𝑤̂16𝑦12𝑦14 + 𝑤̂17𝑦
2
13 + 𝑤̂18𝑦13𝑦14 + 𝑤̂19𝑦

2
14 (56)

and

𝐽∗2 (𝑦2) = 𝑤̂20𝑦
2
21 + 𝑤̂21𝑦21𝑦22 + 𝑤̂22𝑦21𝑦23 + 𝑤̂23𝑦21𝑦24 + 𝑤̂24𝑦

2
22

+ 𝑤̂25𝑦22𝑦23 + 𝑤̂26𝑦22𝑦24 + 𝑤̂27𝑦
2
23 + 𝑤̂28𝑦23𝑦24 + 𝑤̂29𝑦

2
24. (57)

During the online learning process, we take basic learning rates and additional learning rates as 𝜂𝑐1 = 0.01,
𝜂𝑐2 = 0.03 as well as 𝜂𝑠1 = 𝜂𝑠2 = 0.01. Let initial system states and reference states be 𝑥10 = [1.5, 0]T,
𝑥20 = [1,−1]T, and 𝑟10 = 𝑟20 = [0.5,−0.5]T, respectively. Therefore, initial states of the ATIS are 𝑦10 =
[1, 0.5, 0.5,−0.5]T and 𝑦20 = [0.5,−0.5, 0.5,−0.5]T.

Herein, two probing noises are added within the beginning 400 steps to keep the persistence of excitation
condition of the ATIS. The weight convergence curves are shown in Figure 3. It can be seen that the weight
has converged to a certain numerical value before turning off the excitation condition, which confirms the
validity of the improved weight update algorithm. Form it, we find the initial weights are selected as zero,
which indicates the initial admissible control is eliminated.

Next, in order to make the system achieve the purpose of the optimal tracking, feedback gains are selected as
𝑘1 = 𝑘2 = 1. Then, the DTC strategy {𝑘1𝑢̂

∗
1(𝑦1), 𝑘2𝑢̂

∗
2(𝑦2)} can be derived from the obtained weight vector

for the spring-mass-damper interconnected system. In addition, the evolution curves are shown in Figure 4,
which displays the tracking control inputs and disturbance inputs for the subsystem 1 and the subsystem 2.
Then, the obtained DTC strategy is applied to the controlled system for 50 s, and its tracking error trajectory
curves are displayed in Figure 5. It is obvious that the tracking error curves are eventually enforced to the
origin. Taken together, this simulation result verifies the effectiveness of the proposed DTC strategy.
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Figure 4. Tracking control inputs and disturbance inputs for subsystem 1 and subsystem 2
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Figure 5. Tracking error trajectories for subsystem 1 and subsystem 2.

6. CONCLUSION
In this paper, the optimal DTC strategy for CT nonlinear large-scale systems with external disturbances is
proposed by employing the ADP algorithm. The approximate optimal control law of the ATISs can achieve
the trajectory tracking goal. Then, the establishment of the DTC strategy is derived by adding the appropriate
feedback gain, whose feasibility has been proved via the Lyapunov theory. Note that all the above-mentioned
results are investigated by considering a cost function with the discount. Then, only a series of single critic
networks are employed to solve HJI equations of 𝑁 ATISs, so that we acquire the approximate optimal control
law and the worst disturbance law. In addition, the stability term added in the weight updating process avoids
the selection of the initial stable control policy. Furthermore, the simulation results are displayed for the spring-
mass-damper system to indicate the validity of the proposed DTC method. In the future, we will utilize more
advanced methods to deal with the DTC problem for nonaffine systems. Besides, we can also consider the
unmatched interconnected relationship for the DTC problem, which is a considerable direction of improved
research.
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Abstract
Explainable AI is a topic at the forefront of the field currently for reasons involving human trust in AI, correctness,
auditing, knowledge transfer, and regulation. AI that is developed with reinforcement learning (RL) is especially of
interest due to the non-transparency of what was learned from the environment. RL AI systems have been shown to
be ”brittle” with respect to the conditions it can safely operate in, and therefore ways to show correctness regardless
of input values are of key interest. One way to show correctness is to verify the system using FormalMethods, known
as Formal Verification. These methods are valuable, but costly and difficult to implement, leading most to instead
favor other methodologies for verification that may be less rigorous, but more easily implemented. In this work,
we show methods for development of an RL AI system for aspects of the strategic combat game Starcraft 2 that is
performant, explainable, and formally verifiable. The resulting system performs very well on example scenarios while
retaining explainability of its actions to a human operator or designer. In addition, it is shown to adhere to formal
safety specifications about its behavior.

Keywords: Explainable AI, reinforcement learning, formal verification, starcraft, genetic algorithm, fuzzy logic, ge-
netic fuzzy trees, formal methods
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1. INTRODUCTION
Artificial intelligence (AI) applications in reinforcement learning (RL) have garnered significant attention in
recent years [1,2] due to their wide ranging applicability to previously intractable problems. In particular, the
success of DeepMind’s AlphaGo system [3] ignited a revitalization of research and attention in the area, specif-
ically with the introduction of new techniques combining RL with deep neural networks (DNN), known as
Deep Reinforcement Learning (DRL). However, while improvements within the overarching field of RL and
DRL continue to increase the scalability and performance of these approaches, verification and explainability
efforts have not received comparable attention. There have been efforts to take highly performant DRL so-
lutions and increase explainability and trustworthiness ex post facto. An example of this was DARPA’s XAI
program, introduced to study and identify the importance and usage of explainability in AI [4]. Their conclu-
sions were that many DRL solutions were brittle, unverifiable, and opaque to human designers/operators that
may want to audit, verify, or extract knowledge from what the agent learned.

Fuzzy inference systems (FIS), function approximators that utilize Fuzzy Logic and inference rules to map
inputs to outputs [5], have several properties that lend themselves towards XAI, but have other potential draw-
backs compared to DNNs, namely scalability. Fuzzy Logic-based systems have long been used in control
system development due to their approximation capabilities [6], ease of implementation from expert knowl-
edge [7], robustness to input noise [8], explainability and transparency to humans [9], and ability to be formally
verified [10]. However, scalability issues with respect to the number of inputs limited the potential applications.
Fuzzy trees were introduced in 2015 [11] in order to mitigate scalability issues while also retaining explainability
and approximation capabilities by combining multiple FISs arranged in a network or tree-like structure.

Genetic Algorithms are a class of gradient-free search algorithms that evolve solutions by mutation and re-
combination over a number of generations by evaluating their fitness against one or more metrics in a fitness
function. GAs have long been used to great effect in many areas, but also in a large body of work related to
optimization of FIS parameters [12]. Combining Fuzzy Trees with Genetic Algorithms led to Genetic Fuzzy
Trees (GFTs) [11], a powerful combination that uses an explainable and formally verifiable function approxima-
tor with a gradient-free optimizer and has been applied to several complex use cases in both supervised [13]

and reinforcement learning domains [14]. Thales’s GFT software toolkit includes both a Fuzzy Logic engine,
Psion, and a state-of-the-art Genetic Algorithm-based optimization tool, EVE [15]. Its strengths include ease
of utilization for finding low wall-time solutions and wide applicability due to the nature of gradient-free op-
timization. Perhaps the most notable prior use-case was the Alpha system [14], a super-human AI for beyond
visual range air-to-air engagements within high-fidelity simulations against expert human pilots [14].

Another benefit of GFTs is that they can be verified using Formal Methods. Formal Methods are often defined
as ”mathematically rigorous techniques for the development, specification, and verification of systems.” Many
methods and techniques fall under the umbrella of Formal Methods including the boolean satisfiability prob-
lem (SAT) [16], satisfiability modulo theories (SMT), model checking, theorem proving, reachability analysis,
etc. Formal Verification is the utilization of Formal Methods towards verifying the correctness of a system.
In general, verification is about confidence in the correctness of a system, and formal verification extends
traditional verification methods (e.g., Monte Carlo evaluation) towards definitive proofs of correctness. The
adoption of formal verification has been slow in the world of AI andMLmainly due to the difficulty in proving
properties of DNNs as their scale continues to increase.

In this work, an AI agent using the GFT construct is created and then trained using reinforcement learning
to play specific scenarios within StarCraft 2. Note that this study does not analyze an entire standard Starcraft
2 match. Instead, the focus will be on specific control applications with a focus on explainability and formal
verifiability, though an entire standard game of Starcraft 2 could certainly be studied through utilization of the
GFT approach. This study is not aimed towards demonstrating a performance disparity between Fuzzy logic-
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based AI approaches and any other methodology, but rather to demonstrate how these systems can be created
in a way that maintains explainability and formal verifiability. These capabilities are highly desired, and often
required, formission/safety-critical applications. Starcraft 2 is used because it is a commonly used environment
inmodern RL research, it allows for creation of publicly-shareable mission/safety-critical use-cases, and allows
for extension of this work for comparisons with other highly performant RL methodologies.

The GFT is initialized with a structure, given initial parameter values where applicable, and then trained by
interaction in the game across a training set of episodes. The structure of the GFT is such that output actions
can be explained by extracting the activated rules and membership functions. Specifications about the sys-
tem’s behavior are then created and verified against the system using Formal Methods [17]. In cases where the
specifications are violated, counterexamples are returned showing where the violations occur, and then cor-
rections are performed. The corrected systems are then verified to not violate specifications showing definitive
correctness with respect to the developed behavioral specifications.

Four specifications have been developed for this study, which is by no means an exhaustive potential set. This
work will demonstrate the learning capability to solve a particularly difficult sort of engagement, demonstrate
the potential explainability possibilities, and prove adherence to a set of relevant specifications. The primary
objective for this study is to showcase an example of a fuzzy logic based AI system which can be formally
verified to adhere to safety specifications within a mission/safety-critical scenario.

The structure of the remainder of the paper is as follows. Section 2 details the methods used to create, train,
and verify a GFT for specific scenarios in SC2. Section 3 shows the results including RL training, verification
against specifications (and generated counterexamples), and results after modification to ensure specification
adherence. Section 4 discusses the results in depth and offers thoughts on extensions and future work. Finally,
Section 5 gives a concise conclusion on the work, results, and impact of this study.

2. METHODS
This section describes both the general background info and setup of a GFT solution for training in a RL
context followed by the specific implementation for the SC2 use case.

2.1. General GFT workflow
The typical workflow for creating a GFT AI solution involves creating a GFT-based agent with a tree structure
that is purposefully designed such that it is explainable and formally verifiable. The performance of the agent
is evaluated through a number of different scenarios for training, testing, and validation. The system is then
formally verified against specifications about its behavior. Explainability aspects are used both as an auditing
tool when evaluating counterexamples from the formal verification process, and also as a knowledge transfer
device to allow human observation and understanding of what the agent learned during the RL process.

GFTs are most often created using a combination of initial expert knowledge and machine learning using
gradient-free optimization. Thales’s GFT toolkit is a commercial software package that includes both a Fuzzy
Inference System (FIS) engine named Psion and a Genetic Algorithm optimization engine, EVE, which com-
bined represent the best software implementation of Genetic Fuzzy Trees available today [15]. An example of a
notional GFT structure is shown in Figure 1.

TheGFT is then trained using EVE in whatever context the problem is framed (supervised, reinforcment) until
termination criteria are met. These termination criteria can include performance metrics, time, number of
generations/epochs, stagnation measures, etc. Once this round of training is complete, verification can occur
on the GFT (fixed parameters) along with SME/developer auditing and manual changes. Counterexamples

http://dx.doi.org/10.20517/ces.2022.54


Page 4 of 22 Ernest et al. Complex Eng Syst 2023;3:4 I http://dx.doi.org/10.20517/ces.2022.54

Figure 1. Notional figure of a GFT structure, with a plurality of FIS nodes.

from the verification process can be used to directly change aspects of the GFT, or inform the ML process in
the form of constraints, reward modifications, etc. The GFT can then be reinitialized and trained using the
ML process again. This process iterates until system requirements are met.

2.1.1. Initial GFT structure
The GFT structure is primarily defined through the input/output flow of each FIS node within the system.
Although a GFT structure can be initialized randomly and optimized through EVE, it is often advantageous
to initialize using domain knowledge where possible. This is beneficial for two main reasons:

1. It takes advantage of domain knowledge as an initial seeding to use as a starting point. This provides a
valuable baseline that can then be expanded/improved upon

2. Depending on methods used, can preserve semantic relationships/importance in the structure itself due to
the linguistic nature of FISs and the connections between them in the tree

Note that these are not strictly necessary for explainability or performance, but often lead to shorter project
development times and improve transparency/understandability [18]. Assuming amanual structure is provided,
the learning agent can be left to optimize all of the Membership Functions (MFs) and Rule-Bases (RBs) of the
FISs, either holistically or individually.

2.1.2. GFT RL training
Due to the gradient-free algorithms used for the training process, the methods used for both supervised and
reinforcement learning problems are largely the same with the difference being in the formulation of the fitness
function. Where in a supervised learning problem the fitness function may be a measure of the fit of the
function to the underlying data (LMS, cross entropy, etc.), in RL use cases the fitness is often a measure of how
well the agent performed in one or more simulated episodes, or scenarios. The resulting fitness score is used
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to evolve the population of candidate GFT solutions until termination criteria are met.

After some amount of training, a fixed configuration for the GFT architecture is evaluated, tested, and verified.
Additional numerical testing is often performed along with unit tests, formal verification, and human inspec-
tion and correction. If counterexamples to formal specifications are found, they are often mitigated through
direct designer input, or added to the RL process in such a way to penalize GFT configurations in the GA
population that have such violations. This iterative process continues until adherence to all specifications and
requirements is achieved and performance metrics are met.

2.1.3. Formal verification
As mentioned in Section 2.1.2, the process for verifying a GFT involves taking a GFT with a particular con-
figuration (fixed structure, parameters, etc.) and evaluating it against formal specifications about its behavior.
These specifications are often derived from system requirements, but can also be created from sources such as
numeral/simulation-based test results, rules of engagement or other high level behavioral constraints, certifi-
cation standard criteria, etc. The specifications are then translated from natural language to a formal language
using mathematical logic in order to be encoded for formal methods analysis. The formal languages used
depend on the necessary expressiveness of the language based on the specification itself. Some of these lan-
guages include Propositional Logic, First Order Logic (FOL), and temporal logics such as Linear Temporal
Logic, Computational Tree Logic, etc. Many others could be used depending on the use case and formulation
of the specifications and models, and Thales GFTs have been implemented with a number of these methods,
most commonly FOL and LTL.

Models of the GFT are then translated to formal verification tools such as SMT solvers andmodel checkers, and
then checked against the specifications. If counterexamples are found, modification of the GFT is performed
by the designer and/or the ML process. The tools used in this work are the state-of-the-art SMT solver Z3 [19]

along with the infinite state model checker jKIND [20].

2.2. Starcraft 2 GFT development
The development process for the SC2 use case is largely the same as the general process described in Section
2.1. An initial GFT is constructed for parts of agent control based on expert knowledge, it is trained using
gradient-free RL in the SC2 environment, formal verification is performed and modifications are made based
on counterexamples generated, and then iterated until a performant, specification compliant GFT is found.

2.2.1. StarCraft 2 information
As this study is focusing on specific scenarios for demonstrating the explainability and formal verifiability of
this capability, we only consider four different unit types within this context:

• Marine: A basic human infantry unit which can fire a ranged volley at a certain frequency. Has an advanced
technique Starcraft 2 players can utilize in which if they perform rapid movement commands between
volleys, they can both re-position slightly as well as fire faster, outputting more damage per second.

• Medivac: A human air vehicle which can utilize a limited resource pool to support ground biological units,
such as marines, by healing their durability at a set amount per second. Can also be utilized to transport
units, though this capability will not be utilized within the context of this study.

• Siege Tank: A human ground vehicle, which can move and attack ground units normally. In ”siege mode”
the tank becomes stationary, but can attack further and do increased damage per shot, but cannot attack
units within a short range of it. Most interestingly for this study, this unit is one of the few that does ”splash
damage” that includes friendly units. That is, friendly units near the target will take damage within a certain
range. As such, the siege tanks within this study will always be in ”siege mode”.

• Zergling: An alien (Zerg) insect unit that is a fast melee attacker. Can not attack air units but can quickly
overwhelm ground units. Will serve as the hostile unit type for this study.
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Figure 2. Primary scenario to be utilized for training and analysis. Consists of a stronger zergling force within close range of the human
force. Pictured (1) siege tank, (2) medivac, (3) marines, (4) zerglings.

A primary training scenario has been developed which will be utilized for reinforcement learning for a difficult
engagement made up of these units. A plurality of other engagements have been developed for testing and
formal verification.

From a raw performance perspective, the mission shown in Figure 2 is the primary performance objective to
complete. This mission has 16 zerglings that make up the hostile forces as well as 6 marines, 1 medivac, and 1
siege tank on the friendly team.

This mission is such that if the in-game controllers for both forces behave natively, the human ground forces
lose with on average at least 7 of the zerglings still alive. This mission is feasible for a human to complete with
some forces remaining, but is very difficult and requires advanced tactics within the game. Despite expertise
in the game, the standard ending with manual full focus on controlling the human forces has notable losses.

2.2.2. Tree structure creation
A GFT has been created to control these 3 specific types of human units, both individually or as an entire
force. The general approach for these sorts of control problems is to generate an entire action plan each time
step of the environment. As such, the GFT utilized within this study will provide significantly higher action
throughput than what would be maintained by a human.

Through subject matter expertise within this type of engagement, we understand that there are a few key control
decisions that need to be made each time step:

• TheMedivac should make healing decisions that efficiently utilize its resources and keeps biological units
alive as best as possible.

• TheMarinesmust be intelligent in how they spread their fire against the incoming group of targets, focusing
fire to eliminate enemy units efficiently.

• TheMarines optimally will utilize the ”stutter step” strategy, both to increase their effective attack speed as
well as to potentially minimize the total incoming damage from the enemy melee units.

• The Siege Tank is a powerful unit and should attempt to get as many effective shots off, while minimizing
the harm it does to friendly units.
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Figure 3. Three standalone FISs for Marine Movement Control, Marine Firing Control, and Medivac Healing Control utilized within the
studied model. Normalized inputs in blue, FISs in red, and normalized outputs in green.

A relatively simple FIS structure can accommodate these considerations, with all but the Siege Tank control
defined as an output of a single FIS with minimal additional algorithmic work. In Figure 3 these individual
FIS nodes are displayed, each being 2-input Mamdani FISs [21].

Specifically, the Marine Stutter Step Movement control will define a relative movement direction to threats
based upon both the marines current health, as well as its incoming damage rate from hostiles. The Marine
Firing control has a FIS which outputs a bid, from 0% to 100% to select a certain hostile target at every time
a shot is available. The potential hostile target with the highest bid is then selected for the marine to attack.
This bidding FIS takes in the normalized health of a potential target, as well as the relative quantity of already
assigned attacks against this target. The medivac Healing control utilizes a similar approach, considering each
friendly unit it can heal and selecting to heal the unit with its highest priority. This priority being determined
based upon the normalized health of each marine, and its relative incoming damage rate.

The control for the siege tank’s firing logic is more complex and therefore is made up of 3 FIS nodes, shown
in Figure 4. The approach utilized for this structure is to make our decisions considering how effective a shot
would be against a selected unit, as well as how safe that shot would be to nearby friendly units. Effectiveness
is determined by two main items; zerglings are low health units and the siege tank can easily waste some of
its damage potential by targeting a very damaged zergling. However, if the very damaged potential target is in
the middle of a group of hostiles, selecting that target may still be ideal due to the splash damage. Shot safety
is essentially the opposite, now considering splash damage a shot would do to any friendlies, combined with
the lowest health of the friendly units that would be affected by said splash damage. A differentiation between
the marines’ fire control is that the marines should always attack as often as they can in this engagement due
to the fact they only damage their hostile target. The fire control for the Siege Tank will select the hostile target
to fire at among all hostiles it considers, but only if that maximum fire bid is above 50%, otherwise it would
opt to not fire.
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Figure 4. 3-FIS tree for Tank Firing Control utilized within the studied model.

Figure 5. MFs for Marine Firing FIS. Input 1 corresponds to normalized potential target health with 5 MFs for ”Very Low, Low, Moderate,
High, Very High”. Input 2 corresponds to current number of assigned friendly attackers already through this bidding cycle with 4 MFs for
”None, Some, Many, All”.

2.2.3. Explainability
After creating the tree structure, individual FISs are constructed using expert knowledge where available in
most cases. Often this will be in the form of the number of MFs which will be utilized in each FIS; often
leaving the specific distribution of said MFs across the input space to the machine learning process.

Explainability can be analyzed through a plethora of manners; the structure of the FISs created for this study
were designed to optimize the general explainability and interpretability of the system alongside raw perfor-
mance. As an example, the input MF sets for the Marine Firing FIS are shown in Figure 5.

A variety of approaches can be utilized to interpret the membership functions and provide explainability, but
one of the simplest approaches would be to report or display the most active membership function for each
input, corresponding with its rules. This represents the membership function with the largest impact on the
output. This can essentially be compared to Shapley Values, a popular explainability metric utilized across
multiple RL approaches [22,23]. In general approaches, these values enable a determination of themost impactful
variables leading to a particular output. Through the membership functions of a given FIS, this is innately
provided. Due to the fact that all systemvariables have the potential to be humanunderstandable termswithin a
fuzzy based system such as the GFT, there is further intrinsic value within this approach if the GFT is properly
designed. Note that explainability is not inherently granted through the utilization of fuzzy systems; rather
fuzzy logic is a construct in which systems that are highly explainable can be developed.
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For example, an input combination of 0.04 normalized target health, and 0.01 assigned attackers with its re-
sultant output can be examined, and an explanation structure can be generated from membership function
and rule labels: ”Bid output is Very High because target health is Very Low and assigned attackers is None”.
For more extensive fuzzy tree structures, this explanation can be repeated across subsequent cascaded FISs
allowing for the creation of a linguistic explanation of the entire decision process. This form of explainability
and transparency will be heavily utilized during the formal verification process as manual corrections to the
post-training model will be performed if any specifications are found to not be adhered to via formal methods.
This requires direct changing of the code of the model at all levels, not just the input or output layers. Holistic
understanding of any modifications made throughout this process are critical for any potential deployment of
the system post-modification.

2.2.4. Reinforcement learning
The standard RL process for a GFT is to first create a portfolio of training scenarios that each individual in
the GA population is evaluated over. This model was created through utilization of an open source Python
package for interfacing with SC2 such that constructive runs through these scenarios is possible [24]. Within
this study a single mission portfolio is utilized to highlight the formal verification processes, but for most
applications a portfolio containing multiple holistic scenarios as well as specific training sub-problems would
be included [11,14]

The manner in which the performance will be evaluated must also be defined through the requisite Fitness
Function for the GA. The fitness function utilized within this study is found in Equation 1.

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = (𝑀𝑎𝑟𝑖𝑛𝑒𝑠𝐴𝑙𝑖𝑣𝑒 ∗ 25.0) + 𝐹𝑟𝑖𝑒𝑛𝑑𝑙𝑦𝐻𝑃𝑅𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔 − 𝐻𝑜𝑠𝑡𝑖𝑙𝑒𝐻𝑃𝑅𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔 − (𝑇𝑖𝑚𝑒𝑠𝑡𝑒𝑝𝑠/100.0)
(1)

The magnitude range of this fitness function is not critical within EVE, but rather the ability for the evolution-
ary process to differentiate relative fitnesses between potential solutions, or chromosomes, in a manner that
thoroughly rewards good behavior and punishes bad. With this example, the terms specifically are a flat 50
point reward for every marine alive at the end of the scenario. This is then added to the summation of the
total friendly health remaining, including that of the siege tank, which has a notably higher health pool than
marines. This is subtracted from the hostile force health pool remaining. Finally, there is a slight penalty for
the number of timesteps it takes to complete the scenario, as if all other parameters have reached optimality,
ideally the solution executes quickly in case additional threats would be inbound to the force. This function
is able to be iterated over in future work, but serves as a good basis for the GA to evolve the population of
chromosomes.

There is an additional complexity with this particular problem due to the nature of Starcraft 2 and this training
setup; non-deterministic fitness evaluations. As the fitness value given to any chromosome within the popu-
lation will drastically affect both its probability for breeding as well as the relative worth of potential future
chromosomes, the ability for a good chromosome to be ”unlucky” and a bad one to be ”lucky” during their
respective evaluations can be damaging to the effectiveness of an evolutionary system. There are mitigating
methods, such as evaluating the scenarios, or portions of them, multiple times. Within this study, each chro-
mosomewill be evaluated a total of three times, with the worst fitness of those three being the actual fitness that
is assigned, to easily mitigate the worst case risk at the expense of computational efficiency of each generation’s
evaluation.
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2.2.5. Specification identification and development
One of the most difficult, and important, aspects of formal verification is specification identification and de-
velopment. Most often, these specifications come directly from system requirements. However, they can also
come from other sources such as certification criteria and standards, external regulations such as Rules of En-
gagement (RoE), and simulation and testing results. In this work, the specifications come from expert knowl-
edge on desired system behavior with respect to performance and safety of actions taken by the AI. Specifically,
that the AI will not take certain actions if unacceptable damage or losses will occur to friendly forces.

Different types of specifications are created based on the FISs that are affected, the needed expressiveness of
formal languages in which they will be translated, and the tools available for verifying the systems. For this
study, four safety specifications were developed. Safety, in this context, refers to behavior such that nothing bad
ever happens, where ”bad” is defined as an undesirable set of system states. Some would help guarantee not
only safe, but also ideal behavior from a performance perspective. However, other safety specifications solely
focus on desired safety qualities at the expense of raw fitness performance.

These specifications, in natural language, are as follows:

• MedivacHealing Spec: If amarine’s health is very high and themarine is not under attack, its corresponding
healing bid must be very low;

• Marine Firing Spec: If a separate friendly marine has already bid to attack a target whose health is very low,
than a marine’s fire bid on that target must be very low;

• Tank Firing Spec: If a friendly unit would take splash damage from a tank shot and the lowest health
friendly in splash range is between very low and low health, only fire at the target if it would do very high
damage to the enemy;

• Tank Conservative Firing Spec: Never cause splash damage to any friendly unit, regardless of their health.

Through setting the values to the corresponding terms utilized within these specifications to that of our MFs,
we can quite simply apply these specifications to a trained Fuzzy Tree through the formal verification tools with
the Psion fuzzy logic package. If a counterexample is found where the specification does not hold, typically
the designer must either change the spec, or as we will limit this study to, modify the MFs and/or RBs of the
associated FISs.

3. RESULTS
3.1. Reinforcement learning
EVE was instantiated to have a relatively small population, 60 chromosomes, each defining a set of MFs and
RBs for all seven FISs. The training process was run for 50 generations, each chromosome being evaluated
over three scenarios per generation. Thus, this system was trained over 9,000 Starcraft 2 engagements, which
was sufficient in this case to reach high performance.

Presented in Figure 6 is a plot showing the best, worst, and mean chromosome fitness within the popula-
tion of 60 at each generation. Additionally, the running best chromosome’s fitness for each generation is
displayed. Generally with the fitness function utilized in this system, if the chromosome successfully com-
pleted its mission, it would score at least quite close to a positive number. A score of 389.49 was found for the
best chromosome thus far. The breakdown of this fitness value is shown in Table 1.

EVE has a heavy focus onmaintaining diversity, and therefore especially with a generally smaller population, it
is not surprising to see that during each generation theworst chromosomewas not able to successfully complete
this difficult mission. The distribution between best, worst, and mean is at least one sign of a healthily diverse
population throughout the generations. This can help prevent stagnation and ensure continued improvements.
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Table 1. Individual Components that made up best chromosome fitness of 389.49.

Fitness Component Value
Marines Alive (x25) 100.0
Total Friendly Health Remaining 292.0
Total Hostile Health Remaining 0.0
Timestep Penalty (-Timestep/100.0) -2.51
Total 389.49

Figure 6. Generational and cumulative fitness values of Genetic Algorithm population.

Figure 7. Frame captures 1 (Left) and 2 (Right) of the mission depicting the evaluation of the best chromosome.

In Figure 7 there are 2 frames of the performance displayed. It is a very active mission, with over 70 actions
per second executed by this particular AI model, equating to around 4,200 actions per minute for the roughly
5-9 seconds this mission will last. Obviously this is quite higher than even expert humans would be able to
maintain, but again following humanistic restrictions is not a focus of this particular study. There is non-
determinism, but the problem typically ends with a few of the marines having been defeated, in this case there
were two defeated marines.

Additional training and and increasing the size of the training portfolio would likely lead to greater perfor-
mance, but for the purposes of this formal verification study, the resultant chromosome is sufficient. It is high
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Figure 8. Single FIS variant for siege tank control.

Figure 9. Single FIS variant for all control actions.

performance but will likely have some edge cases that violate the specifications.

3.1.1 Reinforcement learning comparison
Two additional fuzzy systems were developed for the same scenario as a learning performance comparison
to the above system. The first comparative system utilized is quite similar to the study system, with the sole
difference being that instead of utilizing three separate FISs for control of the siege tank’s targeting, this portion
of the AI is combined into a single 4-input FIS. The revised diagram is seen in Figure 8.

As five MFs are utilized per input, a full fuzzy rule-base of the original system for siege tank control utilized
within this study has 75 rules, 25 rules for each of the three FISs seen in Figure 4. This modified variant has
54, or 625, total rules. This change in search space size is significant in terms of total chromosome size, but
chromosomes of this size are anticipated to be well within the reasonable scope of the genetic algorithm utilized
herein.

Note that the performance of the original system is bounded above by the variant in Figure 8, as any resultant
control surface of the original system can be developed within this variant, as can others. The same is true
compared to both of these systems for a second variant in which the entirety of the fuzzy AI is encompassed by
a single 10-input, 4-output FIS. While the performance ceiling of the system shown in Figure 9 is the same, or
higher, as the other variants, the anticipated performance through the same RL process is significantly worse
due to an extremely large fuzzy rule-base.

While the original system utilizes a total of 150 fuzzy rules, the single-FIS variant would have 4 ∗ 510 or
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39,062,500 rules. During the RL comparison process, the compute system utilized however had 32 GB of
RAM, an insufficient amount to perform with a chromosome defining a rule-base of this magnitude. How-
ever, if this was reduced to 4 MFs per input, making the rule-base contain 4 ∗410, or 4,194,304 total rules, then
32 GB of RAM was sufficient.

The RL process for these two variants was exactly the same as before, with a total of 60 chromosomes trained
over 50 generations. The maximum fitness found by generation for each of the systems is displayed in Figure
10. As anticipated, the 10-input 4-output variant had significantly worse performance than the original system,
though improvements were able tobe made throughout the RL process. Though the performance ceiling of the
original system is again bounded above by this variant’s, the amount of RL that would be necessary to surpass
the original’s performance is likely prohibitive.

Alternatively, the performance of the variant that solely combined the siege tank’s control into a single FIS
performed favorably compared to the study’s original system. As the genetic process is non-deterministic, and
the total number of fuzzy rules is still relatively small, the fact that the initial generation’s performance was
superior than the original study’s is well within expected range. While additional runs of the RL process would
create different results, the increased granularity of this variant as compared to the study’s original system
can be explained through the increase in the search space size. For the majority of this small, 50-generation
process, the original system has a higher maximum fitness, though the variant does ultimately end with a
higher performing fitness by the end of the run.

While this is a very small GFT system, this comparison demonstrates trade-off comparisons between increased
number of FISs (and thus, less overall rules) and the potential effect on RL performance. Though the single-
FIS for siege tank control variant performed slightly better, it would be more difficult to formally verify, and
overall has a more complex challenge for explainability as compared to the original system. For the remainder
of the study, the original GFT architecture will be utilized.

3.2. Formal verification
3.2.1 Safety specification 1
Again, our first specification, theMedivac Healing Spec, states ”If a marine’s health is very high and the marine
is not under attack, its corresponding healing bid must be very low”. Although simple, adherence to this
specification is desired in all cases. We can represent this in a numerical form by utilizing the points of our
MFs with maximum value for each linguistic term, as shown in Equation 2. This is then translated to Linear
Temporal Logic (LTL) as shown in Equation 3.

𝑆𝑝𝑒𝑐1 =If (𝑀𝑎𝑟𝑖𝑛𝑒𝐻𝑒𝑎𝑙𝑡ℎ > 0.75) and (𝑀𝑎𝑟𝑖𝑛𝑒𝐷𝑎𝑚𝑎𝑔𝑒𝑅𝑎𝑡𝑒 = 0.0)
then (𝐻𝑒𝑎𝑙𝐵𝑖𝑑 < 0.25)

(2)

𝜑1 =□((𝑀𝑎𝑟𝑖𝑛𝑒𝐻𝑒𝑎𝑙𝑡ℎ > 0.75) ∧ (𝑀𝑎𝑟𝑖𝑛𝑒𝐷𝑎𝑚𝑎𝑔𝑒𝑅𝑎𝑡𝑒 = 0.0)
→ (𝐻𝑒𝑎𝑙𝐵𝑖𝑑 < 0.25))

(3)

Utilizing Psion and JKIND, we can evaluate our singular FIS node over this specification and either receive
a mathematical guarantee that our system will adhere to this system in all cases, or receive a counterexample
trace which proves that our system does not. Table 2 shows that a counterexample was found. Note that
interestingly the presented counterexample corresponds to exactly the values 1.0 and 0.0 for our two inputs
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Figure 10. RL performance comparison of the variant with a single FIS for siege tank control, the variant with a single FIS providing all control
actions, and the original system that is utilized within this study.

Table 2. Counterexample for Spec 1 failure prior to modification

Variable Value
MarineHealth 1.0
MarineDamageRate 0.0
HealBid 0.3

respectively. A singular rule in our RB will correspond to exactly when the inputs are at those values, and
those values are the extremes of the normalized space for both inputs. Hence, upon investigation of our RB
we would see that we have a rule in our chromosome of ”If Marine Health is Very High and Marine Damage
Rate is None, then Healing Bid is Low”. By changing the output MF to ”Very Low” for this rule, we can easily
solve this specification failure.

Though not a requirement, it is also often very beneficial to develop a scenario within the simulation environ-
ment that can help represent a potential case of a found counterexample. Observing the agent’s performance
through these specifically designed scenarios can both provide insight to the control issue, as well as provide
feedback to the solution of the problem once found. Note that removing the failure case from a specific sce-
nario does not guarantee that the specification will always hold, but measures can be taken to ensure this
within regions of interest and verified again using Formal Methods. In this case, it is not necessary due to the
simplicity of the counterexample found, but was completed and is seen below in Figures 11 and 12.

A scenario was developed in which there are two marines, a medivac, and two zerglings. The zerglings are at
full health, but the marines are wounded. In particular, the marine at the top of the formation is moderately
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Figure 11. The three frames of the 𝜑1-non-adherent medivac healing spec scenario are (Left) both marines with the topmarine alive and the
bottom being healed, (Center) the top marine defeated and the bottom marine still being healed, and (Right) the scenario complete with
the bottom marine surviving and all zerglings defeated.

Figure 12. The three frames of the 𝜑1-adherent medivac healing spec scenario are (Left) both marines alive and the wounded top marine
being healed, (Center) the top marine under attack and surviving with medivac support, and (Right) the scenario complete with both
marines alive and all zerglings defeated.

hurt, and the marine at the bottom only slightly so. In the case of Figure 11 the unmodified chromosome was
used and for a slight period of time, before the zerglings reach the friendly forces, it heals the bottom marine
first. This leads to the top marine being defeated, reducing the damage output of the friendly squad by half.
The bottom marine does manage to survive, but just barely.

If instead the bottom marine is ignored, at least at first, then the medivac heals the top marine, managing to
keep both alive and secure a higher scoring victory. This is shown in Figure 12, though again simply because
this specific scenario shows adherence to the specification, formal verification is needed to confirm that it
always holds.

3.2.2. Safety specification 2
Safety specification 2 states ”If a separate friendly marine has already bid to attack a target whose health is very
low, than a marine’s fire bid on that target must be very low.”This is represented in the same manner as the first
specification in Equation 4 and in LTL in Equation 5, utilizing the MF distribution shown above in Section 2.3.

𝑆𝑝𝑒𝑐2 =𝐼 𝑓 (𝑇𝑎𝑟𝑔𝑒𝑡𝐻𝑒𝑎𝑙𝑡ℎ < 0.15)𝑎𝑛𝑑 (𝑀𝑎𝑟𝑖𝑛𝑒𝑠𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 > 0.0)
𝑡ℎ𝑒𝑛(𝐹𝑖𝑟𝑒𝐵𝑖𝑑 < 0.25)

(4)
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Figure 13. The three frames from the 𝜑2-adherent marine firing control scenario are (Left) two marines with six wounded zerglings ap-
proaching, (Center) halfway through scenario with three remaining zerglings, and (Right) the scenario complete with both marines alive
due to intelligent targeting.

𝜑2 =□((𝑇𝑎𝑟𝑔𝑒𝑡𝐻𝑒𝑎𝑙𝑡ℎ < 0.15) ∧ (𝑀𝑎𝑟𝑖𝑛𝑒𝑠𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 > 0.0)
→ (𝐹𝑖𝑟𝑒𝐵𝑖𝑑 < 0.25))

(5)

Despite not being explicitly directed to, the resultant chromosome received from training was proven through
JKIND to already adhere to this specification, with the resultant output confirming correctness across all input
values. However, a relevant scenario was still created and is shown in Figure 13. Within this mission there are
only two marines on the friendly forces and six zerglings. However these marines are at full health and the
zerglings are eachwounded to the point where two shots from themarines would defeat them. Thus, intelligent
target assignment is required to win, but victory is possible.

While the training process did generate a model that was adherent to this specification, the confirmation of
specification adherence across all possible scenarios is still worthwhile.

3.2.3. Safety specifications 3 and 4
The last two specifications investigated within this study are related, both dealing with the fire control of the
siege tank. Specification 3 again being ”If a friendly unit would take splash damage from a tank shot and the
lowest health friendly in splash range is between very low and low health, only fire at the target if it would do
very high damage to the enemy” and able to represented as in Equation 6 and in LTL in Equation 7.

𝑆𝑝𝑒𝑐3 =𝐼 𝑓 (𝐹𝑟𝑖𝑒𝑛𝑑𝑙𝑦𝑆𝑝𝑙𝑎𝑠ℎ > 0.0)𝑎𝑛𝑑 (0.40 > 𝐿𝑜𝑤𝑒𝑠𝑡𝐹𝑟𝑖𝑒𝑛𝑑𝑙𝑦 > 0.15)𝑎𝑛𝑑 (𝑆ℎ𝑜𝑡𝐸 𝑓 𝑓 . < 0.75)
𝑡ℎ𝑒𝑛(𝐵𝑖𝑑 < 0.50)

(6)

𝜑3 =□((𝐹𝑟𝑖𝑒𝑛𝑑𝑙𝑦𝑆𝑝𝑙𝑎𝑠ℎ > 0.0) ∧ (𝐿𝑜𝑤𝑒𝑠𝑡𝐹𝑟𝑖𝑒𝑛𝑑𝑙𝑦 > 0.15) ∧ (𝐿𝑜𝑤𝑒𝑠𝑡𝐹𝑟𝑖𝑒𝑛𝑑𝑙𝑦 < 0.40)
∧ (𝑆ℎ𝑜𝑡𝐸 𝑓 𝑓 < 0.75) → (𝐵𝑖𝑑 < 0.50))

(7)

This is due to the fact that the siege tank will only fire at a target if the fire bid is above 50%, so if the shot
effectiveness is below ”very high” then we do not wish to fire. This specification did fail with the post-training
chromosome, and produced a counterexample as can be seen in Table 3. The counterexample displayed here
demonstrates that our AI model was perhaps close to adhering to the specification; the shot priority value
was not far above the maximum threshold of 0.50. For this specification there are three FISs to consider, but
given the context of the specification a general reduction in the output MFs of the Shot Safety FIS was selected
to modify this FIS until it was adherent. However, by changing the MFs and RBs in any of the three FISs
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Table 3. Counterexample for Spec 3 failure prior to modification

Variable Value
CombinedEnemySplash 0.75
CombinedFriendlySplash 0.35
EnemyHealth 0.583
SplashedFriendlyLowestHealth 0.25
ShotEffectiveness 0.5
ShotPriority 0.55
ShotSafety 0.5

there are likely solutions that would be similarly adherent. This specification may be joined by others in the
future though, and attempting to modify this FIS tree while maintaining reasonable semantic logic is ideal;
thus modifying the safety evaluation FIS was selected.

A scenario was developed to demonstrate this issue which contains one siege tank, two marines, and six zer-
glings. Readers familiar with Starcraft 2 may be aware that siege tanks within the game do not natively have
the ability to hold their fire. Modifications to, or deeper usage of the API can allow a unit to be ”paused”. In the
example scenario created for the tank specifications however, a simple off-screen stationary structure served
as a possible target for the tank to attack, rather than the zergling if it chose to not fire at the hostile troops.

Figure 14 shows the post-training FIS in this new scenario. Four specific frames are present in this image,
with the upper row being frames 1 and 2, and the bottom being 3 and 4. In the first frame, the tank does take
an effective shot at the zerglings before they enter splash range with the top marine. The tank is not able to
take another shot again until Frame 2, which is not against the spec as the top marine has very low health at
this time and is surrounded by three zerglings. That shot defeats two zerglings, as well as the top marine, but
adhered to the specification. The remaining zergling then approaches a full health bottom marine in Frame 3.
Unfortunately, in Frame 4, the tank is ready to fire again, and kills a now wounded bottom marine just before
he could defeat the zergling and still be alive. However, the tank did survive so the friendly forces secured a
victory, just not an ideal or adherent one.

In Figure 15 the engagement plays out almost entirely the same in frames 1 through 3. However, come frame
4, the tank is opting to not attack, allowing the bottom marine to secure the final kill, completing the mission
with only 1 marine loss.

Specification 4 is essentially a much more conservative option than specification 3 and states ”Never cause
splash damage to any friendly unit, regardless of their health”. This is represented in natural language in Equa-
tion 8 and in LTL in Equation 9.

𝑆𝑝𝑒𝑐4 =𝐼 𝑓 (𝐹𝑟𝑖𝑒𝑛𝑑𝑙𝑦𝑆𝑝𝑙𝑎𝑠ℎ𝐷𝑎𝑚𝑎𝑔𝑒 > 0.0)
𝑡ℎ𝑒𝑛(𝐹𝑖𝑟𝑒𝐵𝑖𝑑 < 0.50)

(8)

𝜑4 = (𝐹𝑟𝑖𝑒𝑛𝑑𝑙𝑦𝑆𝑝𝑙𝑎𝑠ℎ𝐷𝑎𝑚𝑎𝑔𝑒 > 0.0)
→ (𝐹𝑖𝑟𝑒𝐵𝑖𝑑 < 0.50)

(9)

The failure case presented to this system from our trained chromosome is the exact same from JKIND, which
is as we expect given the fact that this specification is more conservative. Many solutions exist to create a set
of FISs that adhere to this specification, including modifying both the Shot Safety FIS to have much lower
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Figure 14. The four frames from the 𝜑3-non-adherent siege tank firing control scenario are (Upper Left) scenario start showing siege tank
taking a safe shot, (Upper Right) siege tank fires at zerglings within range of healthymarine, (Lower Left) marine death due to friendly siege
tank fire, and (Lower Right) siege tank firing and defeating all zerglings and remaining friendly marine.

Figure 15. The four frames from the 𝜑3-adherent siege tank firing control scenario are (Upper Left) scenario start showing siege tank taking
a safe shot, (Upper Right) siege tank fires at zerglings within range of near-death marine, (Lower Left) low-health marine death due to
friendly siege tank fire, and (Lower Right) siege tank holding fire and allowing marine to defeat final zergling.
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Figure 16. The four frames from the mission failure, 𝜑4-adherent siege tank firing control scenario are (Upper Left) scenario start showing
siege tank taking a safe shot, (Upper Right) siege tank does not fire on zergling group in proximity to top marine, (Lower Left) top marine is
defeated by zergling group and siege tank continues holding fire, and (Lower Right) mission failure because all marines defeated and siege
tank cannot target nearby units.

Output MFs referenced in the RB, as well as in the Shot Effectiveness/Safety Comparison FIS. A version of
the modified training chromosome was manually tuned to the point where adherence to this specification was
proven by JKIND. Figure 16 below shows the performance of this new system, which essentially opts out of
taking a meaningful shot at Frame 2 when the hostile army is heavily grouped around the top marine. While
adherent to the spec, this mission ends in failure.

4. DISCUSSION
As can be seen in the Results section, the performance of the AI system after the reinforcement learning process
was such that it was likely superhuman [25]. Note that this is heavily dependent on the hypothetical human
player. As the actions per minute of the AI system was not constrained, it could select and execute much
faster than any human likely could. Note that this is also somewhat different from other SC2 AI systems like
AlphaStar, as those are constrained to have near-human constraints on information and action execution rates.
The purpose of the AI in this work though is to perform a subset of actions in particular scenarios and is not
meant to be a general SC2 player. Instead, at least for specifications 1 through 3, the focus was on creating a
high performance AI for unit controls in difficult engagements that were also explainable and formally proven
to adhere to safety specifications.

With respect to the safety specifications, it was shown in both simulation and through verification with the
model checker JKIND that counterexamples were found for most of the specifications. That is, there were
conditions where the system could output actions that would violate the specifications. The counterexamples,
due to the transparent and explainable nature of GFTs, were then used to assist in identifying parameters that
needed correction. This was achieved by expert knowledge, specifically familiarity with Starcraft 2, but could
also be aided via further reinforcement learning runs to correct undesired behaviors. After correction, the
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system was verified against the specifications which were shown to always hold. Although simulation results
also show that the systemperforms as intended in the particular runs executed, the benefit of formal verification
is that it will hold over any potential run with the given AI system. This is the differentiating factor for formal
verification compared tomore commonmethods that rely on numerical evaluation. Formal verification, in this
case model checking and SMT solving, can give definitive evidence that the system is correct, while numerical
evaluation can only return found counterexamples, but not conclusively identify that there are none.

The case of specification 4 presents a unique point; adherence to certain safety specifications may not neces-
sarily improve overall system performance. For example, there are often strict standards for use-cases that
require certification which may overall slow down or weaken control systems, but are still necessary in order
to deploy and trust the system. Consider laws such as speed limits placed onto a theoretical optimal driving
controller; if the fitness function is minimizing travel time and fuel consumption, an unconstrained RL agent
would likely optimize to illegal behaviors in some cases. However, for AI systems in mission/safety-critical
applications the benefit of formal verification cannot be understated. In this example of specification 4, all
friendly fire was strictly disallowed, even if it would lead to the death of the entire force.

Regarding explainability, the structure of the GFT created is such that actions are easily explained and inter-
pretable by humans. This is of particular interest when auditing the system for explanations on behavior that
was learned throughout the reinforcement learning process. In this case, it was also used for a human designer
to correct errors in the AI system. This is a powerful capability when creating complex AI control systems for
safety-critical applications. Although SC2 AI play will likely never be considered ”safety-critical”, it serves as a
good proxy problem for other decision-making applications in notionally similar environments.

4.1. Future work and extensions
Potentially the most obvious extension of this work is to make a more general AI for SC2 that plays more por-
tions of the game including things such as: base building, resource management, etc. This would demonstrate
the applicability and efficacy of GFT towards a well-known benchmark problem in RL.That could then be used
to show how explainability in complex AI systems may be desired, especially as a learning tool for humans.

In the future, these scenarios could also be used for comparisons against other RL approaches. Due to the lack
of explainability and formal verifiability of common RL techniques compared to GFTs, the resulting compari-
son would be purely performance based.

Another important extension of this work would be to extend the formal verification methodology to include
portions of the Starcraft 2 dynamics. Doing so would allow for reasoning about higher level behaviors of the
system. In this work, only properties about the GFT itself are verified, while inclusion of dynamic models for
portions of Starcraft 2 would allow for interesting temporal specifications to be evaluated. E.g. if dynamics are
included for unit damage, damage inflicted by attacks, cool downs, unit movements, etc., specifications could
be created to reason about, say, whether it’s possible for any friendly units to be lost, or finding guaranteed
minimums. The value of doing this is exceptional as it can provide definitive evidence of baseline performance,
but of course is much more difficult than verification of the AI system without dynamics.

5. CONCLUSION
In conclusion, a GFT model was developed and trained for a particular scenario and then verified against
four behavioral specifications. Post-training, the model did not adhere to three of these specifications, and
counter-examples were found from the formal methods tools utilized. For these cases, the GFT was evaluated
over scenarios within the Starcraft 2 environment which demonstrated the specific failure modes detailed in
the counterexamples. Modifications to the system were then made for each specification until the system was
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proven to be adherent to these safety specifications. The resulting GFT is then guaranteed to be adherent to
specifications over all input values while being explainable and performant. While this study does not intend
to demonstrate performance of an entire Starcraft 2 game controller, it demonstrates the capability of a Fuzzy
Logic-based AI system to be trained and proven to adhere to safety specifications in a specific subset of the
control actions within this game that represent mission/safety-critical elements.

DECLARATIONS
Authors’ contributions
Made contributions to conception and design of the work, developed most associated code for Starcraft inte-
gration and reinforcement learning, performed data analysis and figures of interest, manuscript writing and
related tasks: Ernest N
Contributed to parts of the conception and design, implemented the formal verification techniques towards
Fuzzy Systems, performed analysis and translation of formal specifications, manuscript writing and related
tasks: Arnett T
Created the interfaces needed to easily integrate theThales’s toolkit with Python environments such as the SC2
interfaces used in this work, manuscript writing and related tasks: Phillips Z

Availability of data and materials
While the resultant GFT AI model and the Psion and EVE software cannot be shared openly, the Starcraft 2
map files utilized in the scenarios shown in this study could be. They are not currently hosted, but can be made
available upon request.

Financial support and sponsorship
None.

Conflicts of interest
All authors are employees of Thales Avionics Inc., from which two software packages that are commercially
available were utilized in this research.

Ethical approval and consent to participate
Not applicable.

Consent for publication
Not applicable.

Copyright
©The Author(s) 2023.

REFERENCES
1. Zhao Y,Wang H, Xu N, Zong G, Zhao X. Reinforcement learning-based decentralized fault tolerant control for constrained interconnected

nonlinear systems. Chaos, Solitons & Fractals 2023;167:113034. DOI
2. Tang F, Niu B, Zong G, Zhao X, Xu N. Periodic event-triggered adaptive tracking control design for nonlinear discrete-time systems via

reinforcement learning. Neural Netw 2022;154:43-55. DOI
3. Silver D, Huang A, Maddison CJ, et al. Mastering the game of Go with deep neural networks and tree search. Nature 2016;529:484-9.

DOI
4. Gunning D, Aha D. DARPA’s explainable artificial intelligence (XAI) program. AIMag 2019;40:44-58. DOI
5. Ross TJ. Fuzzy logic with engineering applications. John Wiley & Sons; 2009. DOI
6. Castro JL. Fuzzy logic controllers are universal approximators. IEEE Trans Syst, Man, Cybern 1995;25:629–35. DOI
7. Buckley J, Siler W, Tucker D. A fuzzy expert system. Fuzzy Sets and Systems 1986;20:1–16. DOI

http://dx.doi.org/10.20517/ces.2022.54
http://dx.doi.org/10.1016/j.chaos.2022.113034
http://dx.doi.org/10.1016/j.neunet.2022.06.039
http://dx.doi.org/10.1038/nature16961
http://dx.doi.org/10.1609/aimag.v40i2.2850
http://dx.doi.org/10.1145/208628.1065834
http://dx.doi.org/10.1109/21.370193
http://dx.doi.org/10.1016/S0165-0114(86)80027-6


Page 22 of 22 Ernest et al. Complex Eng Syst 2023;3:4 I http://dx.doi.org/10.20517/ces.2022.54

8. Coleman CP, Godbole D. A comparison of robustness: fuzzy logic, PID, and sliding mode control. In: Proceedings of 1994 IEEE 3rd
International Fuzzy Systems Conference. IEEE; 1994. pp. 1654–59. DOI

9. Moral A, Castiello C, Magdalena L, Mencar C. Explainable Fuzzy Systems. Springer; 2021. DOI
10. Arnett TJ. Verification of genetic fuzzy systems [MS Thesis]. University of Cincinnati; 2016. DOI
11. Ernest ND. Genetic fuzzy trees for intelligent control of unmanned combat aerial vehicles. University of Cincinnati; 2015. DOI
12. Herrera F. Genetic fuzzy systems: taxonomy, current research trends and prospects. Evol Intel 2008;1:27-46. DOI
13. Fleck DE, Ernest N, Adler CM, et al. Prediction of lithium response in first-episode mania using the LITHium Intelligent Agent (LITHIA):

pilot data and proof-of-concept. Bipolar Disord 2017;19:259-72. DOI
14. Ernest N, Carroll D, Schumacher C, et al. Genetic fuzzy based artificial intelligence for unmanned combat aerial vehicle control in

simulated air combat missions. J Def Manag 2016;;6:2167-0374. DOI
15. Thales. Thales GFT AI Toolkit. Thales; 2022. Available from: https://www.thalesgroup.com/en/markets/aerospace/big-data-aerospace/

genetic-fuzzy-tree-ai-toolkit-critical-decisions. [Last accessed on 20 Mar 2023]
16. Marques-Silva J. Practical applications of boolean satisfiability. In: 2008 9th International Workshop on Discrete Event Systems. IEEE;

2008. pp. 74–80. DOI
17. Hinchey MG, Bowen JP. Applications of formal methods. vol. 1. Prentice Hall New York; 1995. DOI
18. Ernest N, Kunkel B, Arnett T. An investigation into the impact of system transparency on work flows of fuzzy tree based AIs. In: North

American Fuzzy Information Processing Society Annual Conference. Springer; 2020. pp. 349–59. DOI
19. Moura Ld, Bjørner N. Z3: An efficient SMT solver. In: International conference on Tools and Algorithms for the Construction and

Analysis of Systems. Springer; 2008. pp. 337–40. DOI
20. Gacek A, Backes J, Whalen M, Wagner L, Ghassabani E. The JKind model checker. In: International Conference on Computer Aided

Verification. Springer; 2018. pp. 20–27. [ DOI
21. Mamdani EH, Assilian S. An experiment in linguistic synthesis with a fuzzy logic controller. Int J Man-Mach Studies 1975;7:1–13. DOI
22. Scapin D, Cisotto G, Gindullina E, Badia L. Shapley Value as an Aid to Biomedical Machine Learning: a Heart Disease Dataset Analysis.

2022 22nd IEEE International Symposium on Cluster, Cloud and Internet Computing (CCGrid) 2022:933–39. DOI
23. Heuillet A, Couthouis F, Díaz-Rodríguez N. Collective EXplainable AI: Explaining Cooperative Strategies and Agent Contribution in

Multiagent Reinforcement Learning With Shapley Values. IEEE Comput Intell Mag 2022;17:59–71. DOI
24. Burnysc2. Burnysc2 python-SC2 Python Package. Github; 2022. Available from: https://github.com/BurnySc2/python-sc2. [Last ac-

cessed on 20 Mar 2023]
25. Wikipedia. Progress in artificial intelligence. Wikimedia Foundation; 2022. Available from: https://en.wikipedia.org/wiki/Progress_in_a

rtificial_intelligence#Current_performance. [Last accessed on 20 Mar 2023]

http://dx.doi.org/10.20517/ces.2022.54
http://dx.doi.org/10.1109/fuzzy.1994.343945
http://dx.doi.org/10.1007/978-3-030-71098-9
http://dx.doi.org/10.1007/978-3-030-81561-5_30
http://dx.doi.org/10.1142/s2301385015500120
http://dx.doi.org/10.1007/s12065-007-0001-5
http://dx.doi.org/10.1111/bdi.12507
http://dx.doi.org/10.4172/2167-0374.1000144
https://www.thalesgroup.com/en/markets/aerospace/big-data-aerospace/genetic-fuzzy-tree-ai-toolkit-critical-decisions
https://www.thalesgroup.com/en/markets/aerospace/big-data-aerospace/genetic-fuzzy-tree-ai-toolkit-critical-decisions
http://dx.doi.org/10.1109/WODES.2008.4605925
http://dx.doi.org/10.5555/546295
http://dx.doi.org/10.1007/978-3-030-81561-5_29
http://dx.doi.org/10.1007/978-3-540-78800-3_24
http://dx.doi.org/10.1007/978-3-319-96142-2_3
http://dx.doi.org/10.1016/S0020-7373(75)80002-2
http://dx.doi.org/10.1109/CCGrid54584.2022.00113
http://dx.doi.org/10.1109/MCI.2021.3129959
https://github.com/BurnySc2/python-sc2
https://en.wikipedia.org/wiki/Progress_in_artificial_intelligence#Current_performance
https://en.wikipedia.org/wiki/Progress_in_artificial_intelligence#Current_performance


Cui et al. Complex Eng Syst 2023;3:3
DOI: 10.20517/ces.2022.57

Complex Engineering
Systems

Research Article Open Access

Parameters optimization of electro-hydraulic power steer-
ing systembased onmulti-objective collaborativemethod

Taowen Cui1,2, Shuaiyin Wang1, Yuan Qu2, Xiang Chen2

1Intelligent Vector Technology Control Lab, Chery Automobile Company Limited, Wuhu 241000, Anhui, China.
2School of Automotive and Transportation Engineering, Hefei University of Technology, Hefei 230041, Anhui, China.

Correspondence to: Dr. Taowen Cui, School of Automotive and Transportation Engineering, Hefei University of Technology, Hefei
230041, Anhui, China. E-mail:nuaa_ctw@126.com

How to cite this article: Cui T, Wange S, Qu Y, Chen X. Parameters optimization of electro-hydraulic power steering system based
on multi-objective collaborative method. Complex Eng Syst 2023;3:3. http://dx.doi.org/10.20517/ces.2022.57

Received: 20 Dec 2022 First Decision: 19 Jan 2023 Revised: 3 Feb 2023 Accepted: 17 Feb 2023 Published: 9 Mar 2023

Academic Editors: Hamid Reza Karimi, Serdar Coskun Copy Editor: Fangling Lan Production Editor: Fangling Lan

Abstract
Electro-hydraulic power steering (EHPS) systems are widely used in commercial vehicles due to their adjustable
power assist and energy-saving advantages. In this paper, a dynamic model of the EHPS system is developed, and
quantitative expressions for three evaluation indexes, steering road feel, steering sensibility and steering energy loss,
are derived for the first time. A multi-objective collaborative optimization model of the EHPS system is then estab-
lished, which consists of one total system and three parallel subsystems, based on collaborative optimization theory.
Considering the coupled variables of each subsystem, the total system is optimized by a multi-objective algorithm,
while the subsystems are optimized by a single-objective algorithm. The optimization results demonstrate that the av-
erage frequency domain energy of the steering road feel is increased by 69.1%, the average frequency domain energy
of steering sensitivity is reduced by 19.2%, and steering energy consumption is reduced by 10.8% compared to the
initial value. The non-dominated sorting genetic algorithm-II (NSGA-II) shows superior comprehensive performance
compared to the other two multi-objective algorithms, and the optimization performance can be further improved by
setting appropriate algorithm parameters.

Keywords: Electro-hydraulic power steering,multi-objective optimization, collaborative optimization, non-dominated
sorting genetic algorithm-II
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1. INTRODUCTION
As the focus on driving experience increases, research into vehicle steering systems has also gained attention.
Traditional hydraulic power steering (HPS) systems provide assistance torque through an engine and offer a
clear road feel, but have the disadvantage of high energy consumption. Electric power steering (EPS) systems
provide adjustable assistance torque through a motor and have lower energy consumption, but the power-
assisted range of EPS systems is narrow, limiting their application in vehicles with heavy front axle loads.
Electric-hydraulic power steering (EHPS) systems combine the advantages of both systems, providing better
road feel and lower energy consumption. Thus, EHPS systems have been widely used in commercial vehicles.

In recent years, research into EHPS systems has mainly focused on the control aspect [1–6]. Neural network
control algorithms have been applied to the steering assist control of EHPS systems to improve the driver’s
experience [7]. Kim et al. proposed a design method for the steering motor speed of EHPS systems based
on driver perception, which improved the driver’s steering road feel and eliminated the catch-up effect [8].
Lin et al. proposed a slip frequency control method for the steering motor of EHPS systems to effectively
improve the response speed and accuracy of the steering motor [9]. Ye et al. simplified the EHPS system and
introduced the H2/H∞ control method to control the power assistance, which improves the anti-interference
performance of the steering system [10]. Hur et al. analyzed the characteristics of the interior permanent-
magnet synchronous motor of EHPS systems and proposed precise control and real-time response control
methods for the motor [11].

However, current research rarely focuses on the steering experience of EHPS systems, and the optimization of
the overall EHPS system is rarely reported. The evaluation indexes of EHPS systems involve not only steering
flexibility and road feel, but also steering economy and other aspects with coupled effects [12–14]. Therefore, the
optimization of the EHPS system is essentially a multi-objective optimization problem (MOP).

Traditional multi-objective optimization algorithms usually set different weights for different indicators and
sum them, thus transforming multi-objective optimization into single-objective optimization [15]. However,
these optimization algorithms show poorer performance in solving toomany optimization objectives and non-
convex optimization problems, and are prone to falling into local optima [16]. As such, a number of intelligent
optimization algorithms, such as non-dominated sorting genetic algorithm (NSGA) and NSGA-II, have been
proposed and applied to satellite design and other fields [17,18]. Additionally, the collaborative optimization
(CO)method can effectively solve complex optimization problems, with the obvious advantages of simplifying
system decoupling and achieving parallel computation [19–21]. The complex optimization model is divided into
several subsystems according to the optimization objectives, and the coupling variables in the subsystems are
coordinated by the consistency constraint [22]. This is convenient for concurrent design, which is consistent
with the modern industrial design structure [23–25].

In this paper, steering road feel, steering sensitivity, and steering energy loss are taken as evaluation indexes.
Considering the coupling factors of each subsystem, the multi-objective collaborative optimization method of
the EHPS system is explored.

The rest of the paper is organized as follows. The dynamicmodel of the EHPS system is established in Section 2,
and the three evaluation indexes of the steering system are derived for the first time. Section 3 establishes the
multi-objective collaborative optimization model of the EHPS system and shows the multi-objective optimiza-
tion results. Conclusions are given in Section 4.
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Figure 1. Structure of EHPS system. 1-Torque sensor; 2-rack and pinion;3-hydraulic cylinder; 4- hydraulic pump; 5-drive motor; 6-rotary
valve.

2. SYSTEM DYNAMIC MODEL
The EHPS system consists of two parts: mechanical and hydraulic. The mechanical part includes a sequential
connection of the steering wheel, steering column, rack and pinion, etc. The hydraulic part includes the oil
tank, hydraulic pump, drive motor, rotary valve, and hydraulic cylinder. According to the vehicle speed and
steering wheel torque, the drive motor drives the hydraulic pump at a certain speed to supply oil to the rotary
valve and form a pressure difference on both sides. This pressure difference then provides adjustable assistance
for the steering system through the hydraulic cylinder.

The EHPS system structure is shown in Figure 1.

2.1. Steering model
Thedynamics model of the EHPS system can be expressed as follows, which includes the steering wheel model,
drive motor model, rack and pinion model, and steering resistance torque model [2,8].


𝐽𝑠𝑤 ¥𝜃𝑠𝑤 + 𝐵𝑠𝑤 ¤𝜃𝑠𝑤 = 𝑇𝑠𝑤 − 𝑇𝑠
𝐽𝑚

𝑑𝜔
𝑑𝑡 + 𝐵𝑑𝜔 = 𝑇𝑚 − 𝑇𝑐

𝑚𝑜 ¥𝑥𝑜 + 𝐵𝑜 ¤𝑥𝑜 = 𝐹𝑠𝑠 + 𝐹ℎ − 𝐹𝑟
𝑇𝑟 =

2𝑑𝑘1
𝑛1

( 𝑎𝜔𝑟
𝑢 + 𝐸1𝜙 + 𝛽 − 𝛿

) (1)

where 

𝐹ℎ = 𝐴𝑝 ( 𝜌

8(𝐶𝑞𝐴2)2

(
𝑄𝑠 − 𝐴𝑝 𝑑𝑥𝑟𝑑𝑡

)2
− 𝜌

8(𝐶𝑞𝐴1)2

(
𝑄𝑠 + 𝐴𝑝 𝑑𝑥𝑟𝑑𝑡

)2
)

𝑞 = 2𝑝𝑏
[
𝜋
(
𝑅2

2 − 𝑅2
1
)
− (𝑅2 − 𝑅1) 𝑍𝑡

]
𝑝𝑆 =

𝜌

8(𝐶𝑞𝐴1)2

(
𝑄𝑠 + 𝐴𝑝 𝑑𝑥𝑟𝑑𝑡

)2
+ 𝜌

8(𝐶𝑞𝐴2)2

(
𝑄𝑠 − 𝐴𝑝 𝑑𝑥𝑟𝑑𝑡
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𝑇𝑐 =
𝑞𝑃𝑠

2𝜋𝑘 𝑝
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2.2. Steering performance indexes
Considering the performance requirements of the EHPS system, steering road feel, steering sensibility, and
steering energy loss are taken as the evaluation indexes. The quantitative formulas of the three evaluation
indexes are derived as follows.

2.2.1 Steering road feel
In this paper, steering road feel is defined as a transfer function from steering resistance torque 𝑇𝑟 to steering
wheel torque 𝑇𝑠𝑤 , which reflects the efficiency of transmitting torque fluctuations from the road surface to the
driver. Besides, the steering wheel angle 𝜃𝑠𝑤 is defined as 0 to reduce a degree of freedom and facilitate the
analysis of the steering system.

It is assumed that the torque sensor can be simplified as a torsion bar spring, and the measured value of the
torque sensor could be computed by

𝑇𝑠 = 𝐾𝑠
(
𝜃𝑠𝑤 − 𝜃𝑝

)
= −𝐾𝑠𝜃𝑝 (2)

where 𝑇𝑠𝑤 is torque obtained by torque sensor.

According to the current control strategy, the current can be given by

𝐼 = 𝐾𝑇𝑠 (3)

The torque 𝑇𝑚 provided by the motor can be given by

𝑇𝑚 = −𝐾𝑎𝐾𝐾𝑠𝜃𝑝 (4)

Where 𝐾𝑎 is the torque coefficient of the motor, 𝐾 is power gain coefficient.

According to (1)-(4), steering road feel can be computed as follows.

𝐸 (𝑠) = 𝑇𝑠𝑤 (𝑠)
𝑇𝑟 (𝑠)

=
𝐾𝑠𝑞

𝑋1𝑠2 + 𝑌1𝑠 + 𝑍1
(5)

where 
𝑋1 = m𝑟𝑟

2
𝑝𝑞 + 𝑛2𝐽𝑚𝐴𝑝𝑟𝑝

𝑌1 = 𝐵𝑟𝑞𝑟2
𝑝 + 𝑛2𝐵𝑚𝐴𝑝𝑟𝑝 +

𝜌𝑞2𝑛𝜂𝑣𝐴
2
𝑝𝑟

2
𝑝

2𝐶2
𝑞𝐴

2
1

𝑍1 = 𝐴𝑝𝑟𝑝𝐾𝐾𝑎𝐾𝑠 + 𝑞𝐾𝑇𝑇
Generally, the effective road information frequency domain range is 0-40 Hz. Thus, steering road feel is mea-
sured by its average frequency power within this range.

𝑆𝑐 =
1

2𝜋𝜔0

∫ 𝜔0

0
|𝐸 ( 𝑗𝜔) |2𝑑𝜔 (6)

2.2.2 Steering sensibility
Steering sensitivity reflects the response speed of a vehicle to steering action and has an important impact on
vehicle safety at high speed.

The vehicle three degree of freedom differential equation can be described as [17]
𝐼𝑧 ¤𝜔𝑟 − 𝐼𝑥 ¥𝜙 = 𝑁𝑟𝜔𝑟 + 𝑁𝛽𝛽 + 𝑁𝜙𝜙 + 𝑁𝛿𝛿
𝑚𝑢

(
𝜔𝑟 + ¤𝛽

)
− 𝑚𝑠ℎ ¥𝜙 = 𝑌𝑟𝜔𝑟 + 𝑌𝛽𝛽 + 𝑌𝜙𝜙 + 𝑌𝛿𝛿

𝐼𝑥 ¥𝜙 − 𝑚𝑠𝑢
(
𝜔𝑟 + ¤𝛽

)
ℎ − 𝐼𝑥 ¤𝜔𝑟 = 𝐿𝑝 ¤𝜙 + 𝐿𝜙𝜙

(7)
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where

𝑁𝑟 = −2 𝑎
2𝑘1+𝑏2𝑘2

𝑢 𝑁𝛽 = −2𝑎𝑘1 + 2𝑏𝑘2
𝑁𝜙 = −2𝑎𝐸1𝑘1 + 2𝑏𝐸2𝑘2 𝑁𝛿 = 2𝑎𝑘1
𝑌𝑟 = −2 𝑘1𝑎−𝑘2𝑏

𝑢 𝑌𝛽 = −2 (𝑘1 + 𝑘2)
𝑌𝜙 = −2𝑘1𝐸1 − 2𝑘2𝐸2 𝑌𝛿 = 2𝑘1
𝐿𝜙 = −[2𝑘1𝐸1ℎ + 2𝑘2𝐸2ℎ + 2(𝐶21 + 𝐶23 + 𝐶𝑎1+𝐶𝑎2

𝑑2 )𝑑2 − 𝑚𝑠𝑔ℎ]
𝐿𝑝 = −2 (𝐷21 + 𝐷23) 𝑑2

The following formula can be obtained by Laplace transformation of the above formula
𝜔𝑟 (𝑠)
𝛿(𝑠) = 𝐴3𝑠

3+𝐴2𝑠
2+𝐴1𝑠+𝐴0

𝐵4𝑠4+𝐵3𝑠3+𝐵2𝑠2+𝐵1𝑠+𝐵0

𝛽(𝑠)
𝛿(𝑠) =

𝐹3𝑠
3+𝐹2𝑠

2+𝐹1𝑠+𝐹0
𝐵4𝑠4+𝐵3𝑠3+𝐵2𝑠2+𝐵1𝑠+𝐵0

𝜙(𝑠)
𝛿(𝑠) =

𝐻2𝑠
2+𝐻1𝑠+𝐻0

𝐵4𝑠4+𝐵3𝑠3+𝐵2𝑠2+𝐵1𝑠+𝐵0

(8)

where
𝐴3 = −𝑚𝑢𝐼𝑥𝑁𝛿 + ℎ2𝑢𝑚2

𝑠𝑁𝛿 − ℎ𝑢𝐼𝑥𝑧𝑚𝑠𝑌𝛿
𝐴2 = 𝑚𝑢𝐿𝑝𝑁𝛿 + 𝐼𝑥𝑁𝛿𝑌𝛽 − 𝐼𝑥𝑁𝛽𝑌𝛿
𝐴1 = 𝑚𝑢𝐿𝜙𝑁𝛿 − 𝐿𝑝𝑁𝛿𝑌𝛽 + 𝐿𝑝𝑁𝛽𝑌𝛿 − hum 𝑠𝑁𝜙𝑌𝛿 + ℎ𝑠𝑁𝛿𝑌𝜙
𝐴0 = −𝐿𝜙𝑁𝛿𝑌𝛽 + 𝐿𝜙𝑁𝛽𝑌𝛿
𝐵4 = 𝑚𝑢𝐼2𝑥𝑧 − 𝑚𝑢𝐼𝑥 𝐼𝑧 + ℎ2𝑢𝐼𝑧𝑚

2
𝑠

𝐵3 = 𝑚𝑢𝐼𝑧𝐿𝑝 + 𝑚𝑢𝐼𝑥𝑁𝑟 − ℎ2𝑢𝑚2
𝑠𝑁𝑟 + ℎ𝐼𝑥𝑧𝑚𝑠𝑁𝛽 + ℎ𝑢𝐼𝑥𝑧𝑚𝑠𝑌𝑟 − 𝐼2𝑥𝑧𝑌𝛽 + 𝐼𝑥 𝐼𝑧𝑌𝛽

𝐵2 = 𝑚𝑢𝐼𝑧𝐿𝜙 − 𝑚𝑢𝐿𝑝𝑁𝑟 − 𝑚𝑢𝐼𝑥𝑁𝛽 + ℎ2𝑢𝑚2
𝑠𝑁𝛽 + 𝑚𝑢𝐼𝑥𝑧𝑁𝜙 + 𝐼𝑥𝑁𝛽𝑌𝑟 − 𝐼𝑧𝐿𝑝𝑌𝛽

−ℎ𝑢𝐼𝑥𝑧𝑚𝑠𝑌𝛽 − 𝐼𝑥𝑁𝑟𝑌𝛽 + ℎ𝑢𝐼𝑧𝑚𝑠𝑌𝜙
𝐵1 = −𝑚𝑢𝐿𝜙𝑁𝑟 + 𝑚𝑢𝐿𝑝𝑁𝛽 − 𝐿𝑝𝑁𝛽𝑌𝑟 + ℎℎ𝑢𝑚𝑠𝑁𝜙𝑌𝑟 − 𝐼𝑧𝐿𝜙𝑌𝛽 + 𝐿𝑝𝑁𝑟𝑌𝛽 − 𝐼𝑥𝑧𝑁𝜙𝑌𝛽

− hum 𝑠𝑁𝑟𝑌𝜙 + 𝐼𝑥𝑧𝑁𝛽𝑌𝜙
𝐵0 = 𝑚𝑢𝐿𝜙𝑁𝛽 − 𝐿𝜙𝑁𝛽𝑌𝑟 + 𝐿𝜙𝑁𝑟𝑌𝛽 − hum 𝑠𝑁𝜙𝑌𝛽 + hum 𝑠𝑁𝛽𝑌𝜙

𝐹3 = −ℎ𝐼𝑥𝑧𝑚𝑠𝑁𝛿 + 𝐼2𝑥𝑧𝑌𝛿 − 𝐼𝑥 𝐼𝑧𝑌𝛿
𝐹2 = 𝑚𝑢𝐼𝑥𝑁𝛿 − ℎ2𝑢𝑚2

𝑠𝑁𝛿 − 𝐼𝑥𝑁𝛿𝑌𝑟 + 𝐼𝑧𝐿𝑝𝑌𝛿 + ℎ𝑢𝐼𝑥𝑧𝑚𝑠𝑌𝛿 + 𝐼𝑥𝑁𝑟𝑌𝛿
𝐹1 = −𝑚𝑢𝐿𝑝𝑁𝛿 + 𝐿𝑝𝑁𝛿𝑌𝑟 + 𝐼𝑧𝐿𝜙𝑌𝛿 − 𝐿𝑝𝑁𝑟𝑌𝛿 + 𝐼𝑥𝑧𝑁𝜙𝑌𝛿 − 𝐼𝑥𝑧𝑁𝛿𝑌𝜙
𝐹0 = −𝑚𝑢𝐿𝜙𝑁𝛿 + 𝐿𝜙𝑁𝛿𝑌𝑟 − 𝐿𝜙𝑁𝑟𝑌𝛿 + ℎ𝑢𝑚𝑠𝑁𝜙𝑌𝛿 − ℎ𝑢𝑚𝑠𝑁𝛿𝑌𝜙

𝐻2 = −𝑚𝑢𝐼𝑥𝑧𝑁𝛿 − ℎ𝑢𝐼𝑧𝑚𝑠𝑌𝛿
𝐻1 = − hum 𝑠𝑁𝛿𝑌𝑟 + 𝐼𝑥𝑧𝑁𝛿𝑌𝛽 + hum 𝑠𝑁𝑟𝑌𝛿 − 𝐼𝑥𝑧𝑁𝛽𝑌𝛿
𝐻0 = hum 𝑠𝑁𝛿𝑌𝛽 − hum 𝑠𝑁𝛽𝑌𝛿

According to Formula (1) and (8), the transfer function from the rotation angle of steering wheel 𝜃𝑠𝑤(𝑠) to the
rotation angle of front wheel 𝛿(𝑠) can be expressed as

𝛿(𝑠)
𝜃𝑠𝑤 (𝑠)

=
𝐴𝑝𝑟𝑝𝐾𝐾𝑎𝐾𝑠 + 𝐾𝑠𝑞

𝑋2𝑠2 + 𝑌2𝑠 + 𝑍2 + 𝑞2𝑑𝑘1
𝑛2

(
𝑎
𝑢
𝑤𝑟 (𝑠)
𝛿(𝑠) + 𝛽(𝑠)

𝛿(𝑠) + 𝐸1
𝜙(𝑠)
𝛿(𝑠)

) (9)

where
X2 = m𝑟𝑟

2
𝑝𝑞𝑛1 + 𝑛1𝑛2𝐽𝑚𝐴𝑝𝑟𝑝

𝑌2 =

(
𝐵𝑟𝑞𝑟

2
𝑝 + 𝑛2𝐵𝑚𝐴𝑝𝑟𝑝 +

𝜌𝑞2𝑛𝜂𝑣𝐴
2
𝑝𝑟

2
𝑝

2𝐶2
𝑞𝐴

2
1

)
𝑛1

𝑍2 =
(
𝐴𝑝𝑟𝑝𝐾𝐾𝑎𝐾𝑠 + 𝐾𝑠𝑞

)
𝑛1 − 2𝑞𝑑𝑘1

𝑛1
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Figure 2. The schematic diagram of energy flow.

In this paper, the transfer function from the yaw velocity𝜔𝑟(𝑆) to steering wheel 𝜃𝑠(𝑆) is defined as the steering
sensitivity, expressed as

𝜔𝑟 (𝑠)
𝜃𝑠𝑤 (𝑠)

=
𝜔𝑟 (𝑠)
𝛿(𝑠)

𝛿(𝑠)
𝜃𝑠𝑤 (𝑠)

(10)

Similar to steering road feel, the steering sensibility is also measured by the average frequency power in the
range of 0-40 Hz and computed as

𝐹𝑙 =
1

2𝜋𝜔0

∫ 𝜔0

0

����𝜔𝑟 (𝑠)𝜃ℎ (𝑠)

����2
𝑗= 𝑗𝜔

𝑑𝜔 (11)

2.2.3 Steering energy loss
Compared with traditional HPS systems, energy consumption of EHPS systems is greatly reduced. However,
it still has a huge potential for energy saving. The schematic diagram of the energy flow of the EHPS system is
shown in Figure 2.

The total energy of the steering system is supplied by the battery. One part of the energy is supplied to the
ECU,and the energy loss is denoted as 𝑃𝐸−𝑙𝑜𝑠𝑠. The other part is supplied to the drive motor, which drives the
hydraulic pump according to the ECU command. The energy loss of the drive motor is denoted as 𝑃𝑚−𝑙𝑜𝑠𝑠.
The hydraulic pump pumps the hydraulic oil into rotary valve, and the energy losses of the two are denoted as
𝑃𝑝−𝑙𝑜𝑠𝑠 and 𝑃𝑣−𝑙𝑜𝑠𝑠, respectively [9,14]. Thus, the total energy loss can be calculated as

𝑃 = 𝑃𝐸−𝑙𝑜𝑠𝑠 + 𝑃𝑚−𝑙𝑜𝑠𝑠 + 𝑃𝑝−𝑙𝑜𝑠𝑠 + 𝑃𝑣−𝑙𝑜𝑠𝑠 (12)

where

𝑃𝐸− loss = 𝑅𝑎𝑖2 + 𝑈2
𝑠

𝑅elec

𝑃𝑚− loss =

[
𝐵𝑣n𝜋

30 +𝑇𝐿𝑜
K𝑎 ra + ken𝜋

30 − 𝐾𝑎𝜔(𝑡)
]
𝑖

𝑃𝑝− loss = 𝜌

8𝐶2
𝑞

[(
𝑄𝑆−𝐴𝑃 ¤𝜃𝑃𝑟𝑃

𝐴2

)2
+
(
𝑄𝑆+𝐴𝑃 ¤𝜃𝑃𝑟𝑃

𝐴1

)2
]
(𝑞𝑛 −𝑄𝑆)

𝑃𝑣− loss = 𝜌

8(𝐶𝑞𝐴1)2

(
𝑄𝑠
4 + 𝐴𝑝 𝑑𝑥𝑟𝑑𝑡

)3
+ 𝜌

8(𝐶𝑞𝐴2)2

(
𝑄𝑠
4 − 𝐴𝑝 𝑑𝑥𝑟𝑑𝑡

)3

𝑖 = 𝐽𝑚
𝐾𝑎

𝑑𝜔(𝑡)
𝑑𝑡 + 𝐵𝑑

𝐾𝑎
𝜔(𝑡) + 𝑇𝑐

𝐾𝑎
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Table 1. The basic parameter of EHPS system

Name Value Name Value

m/kg 4495 𝐶21/(N•m/rad) 14,130
ms/kg 3350 𝐶23/(N•m/rad) 71,200
𝐼𝑥/kg•m2 2510 𝐶𝑎1/(N•m•s/rad) 4,000
𝐼𝑥𝑧/kg•m2 2810 𝐶𝑎1/(N•m•s/rad) 3,800
𝐼𝑧/kg•m2 18800 𝑑/m 0.23
𝑘1/(N/rad) -2900 𝐽𝑠𝑤/kg•m2 0.04
𝑘2/(N/rad) -2900 𝐶𝑞 0.62

Table 2. The initial value and range of each variable

Design variable Initial value Lower Upper

𝐴𝑝 (m2) 1.2∗10−4 0.5∗10−4 2∗10−4

𝑝𝑏 (m) 0.008 0.003 0.01
𝐾𝑠 (N/m) 80 30 150
𝐽𝑚/kg•m2 5∗10−3 10−3 10−2

𝑟𝑝 (m) 0.05 0.01 0.1
𝑤 (m) 10−3 10−4 2∗10−3

3. INTEGRATION OPTIMIZATION
As mentioned above, the optimization of EHPS system involves three evaluation indexes, steering road feel,
steering sensitivity, and steering energy loss. Therefore, Amulti-objective collaborative optimizationmodel has
been built, which simplifies the system decoupling, and the multi-objective optimization algorithm is applied
to the model for a Pareto optimal solution set. Besides, the basic parameters of the EHPS system are shown in
Table 1.

3.1. Optimization model
Based on collaborative optimization theory, the main system is divided into three independent subsystems,
which is convenient for parallel computation and reduces the optimization time. In the main system, three
optimization objectives, steering road feel, steering sensibility and energy loss, are optimized bymulti-objective
optimization algorithm. Besides, the consistency constraint of design parameters is taken as the optimization
goal of each subsystem, and the sequential quadratic programming (NLPQL) algorithm is used to optimize
each system.

In this paper, the effective area of piston 𝐴𝑝 , the moment of inertia of motor 𝐽𝑚 , the stiffness coefficient 𝐾𝑠, the
stator thickness 𝑝𝑏 , the gap width of rotary valve and the radius of the rack and pinion 𝑟𝑝 are selected as the
optimization variables. The initial value and design scope of each variable are given in Table 2.

The main system of optimization model is given by



𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑃

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐹𝑙
𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑆𝑐
𝐷𝑒𝑠𝑖𝑔𝑛 𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝐵𝑜𝑢𝑛𝑑𝑠 :

3 ≤ 𝑇𝑝 ≤ 5
𝑍𝐿 ≤ 𝑍

(
𝐴𝑝 , 𝑝𝑏 , 𝐾𝑠, 𝐽𝑚 , 𝑟𝑝 , 𝑤

)
≤ 𝑍𝑈

𝑅1,2,3 ≤ 0.01

(13)

where 𝑇𝑝 is effective power torque, which is computed by

𝑇𝑝 = 𝐴𝑝𝑟𝑝 𝑝𝑎𝑏 (14)
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where 
𝑝𝑎𝑏 =

𝜌

8(𝐶𝑞𝐴 𝑓 2)2

(
𝑞𝑛𝜂𝑣 − 𝐴𝑝𝑟𝑝 ¤𝜃𝑝

)2 − 𝜌

8(𝐶𝑞𝐴 𝑓 1)2

(
𝑞𝑛𝜂𝑣 + 𝐴𝑝𝑟𝑝 ¤𝜃𝑝

)2
𝐴 𝑓 1 = 𝑁𝐿 [𝑤 + 𝑅

(
𝜃𝑧 − 𝜃𝑝

)
]

𝐴 𝑓 2 = 𝑁𝐿 [𝑤 − 𝑅
(
𝜃𝑡 − 𝜃𝑝

)
]

The first subsystem named as energy loss is given by

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒

𝑅1 =
(
1 − 𝐴′𝑝/𝐴𝑝

)2
+
(
1 − 𝑝′𝑏/𝑝𝑏

)2
+
(
1 − 𝐽𝑚/𝐽′𝑚

)2 + (
1 − 𝑟′𝑝/𝑟𝑝

)2
+ (1 − 𝑤′/𝑤)2

𝐷𝑒𝑠𝑖𝑔𝑛 𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝐵𝑜𝑢𝑛𝑑𝑠 :
3 ≤ 𝑇 ′

𝑝 ≤ 5
𝑥𝐿 ≤ 𝑥

(
𝐴′𝑝 , 𝑝

′
𝑏 , 𝐾

′
𝑠, 𝐽

′
𝑚 , 𝑟

′
𝑝 , 𝑤

′
)
≤ 𝑥𝑈

(15)

The second subsystem named as road feel is given by

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒

𝑅2 =
(
1 − 𝐴′′𝑝/𝐴𝑝

)2
+
(
1 − 𝑝′′𝑏/𝑝𝑏

)2
+
(
1 − 𝑟′′𝑝/𝑟𝑝

)2
+
(
1 − 𝐽𝑚/𝐽′′𝑚

)2 + (
1 − 𝐾′′

𝑠 /𝐾𝑠
)2

𝐷𝑒𝑠𝑖𝑔𝑛 𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝐵𝑜𝑢𝑛𝑑𝑠 :
3 ≤ 𝑇 ′′

𝑝 ≤ 5
𝑥𝐿 ≤ 𝑥

(
𝐴′′𝑝 , 𝑝

′′
𝑏 , 𝐾

′′
𝑠 , 𝐽

′′
𝑚 , 𝑟

′′
𝑝

)
≤ 𝑥𝑈

(16)

The third subsystem named as steering sensibility is given by

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒

𝑅3 =
(
1 − 𝐴′′′𝑝 /𝐴𝑝

)2
+
(
1 − 𝑝′′′𝑏 /𝑝𝑏

)2 + (
1 − 𝐾′′′

𝑠 /𝐾𝑠
)2

+
(
1 − 𝐽′′′𝑚 /𝐽𝑚

)2 + (
1 − 𝑟′′′𝑝 /𝑟𝑝

)2
+ (1 − 𝑤′′′/𝑤)2

𝐷𝑒𝑠𝑖𝑔𝑛 𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝐵𝑜𝑢𝑛𝑑𝑠 :
3 ≤ 𝑇 ′′′

𝑝 ≤ 5
𝑥𝐿 ≤ 𝑥

(
𝐴′′′𝑝 , 𝑝

′′′
𝑏 , 𝐾

′′′
𝑠 , 𝐽

′′′
𝑚 , 𝑟

′′′
𝑝 , 𝑤

′′′
)
≤ 𝑥𝑈

(17)

According to the above models, the multi-objective collaborative optimization model of EHPS is showed in
Figure 3.

3.2. Multi-objective optimization algorithm
TheNSGA-II algorithm has excellent global search performance and is often used in multi-objective optimiza-
tion. On the one hand, the NSGA-II introduces an elite strategy in the process of ranking, which avoids the loss
of non-dominated individuals in the evolution process and speeds up the convergence speed of the algorithm.
On the other hand, the NSGA-II improves the crowded-comparison approach, which ensures the diversity of
the next generation and enhances the global exploratory capability of the algorithm.

The main steps of NSGA-II algorithm can be depicted as follows.

(1) Generate the initial population 𝑃0 at random and the size of 𝑃0 is 𝑁 ;

http://dx.doi.org/10.20517/ces.2022.57
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Figure 3. Optimization model of EHPS.

(2) Calculate the fitness degree of each individual by fitness function, sorting all individuals according to non-
dominated regulation;

(3) Generate the next population 𝑄𝑡(𝑡) ≥ 1 by crossover and mutation, and the size of 𝑄𝑡 is 𝑁 . Forming a new
population 𝑅𝑡 consisted of 𝑃𝑡 and 𝑄𝑡 ;

(4) Calculate the fitness degree and crowd degree for each individual. Then, select 𝑁 individuals to constitute
a new population 𝑃𝑡+1 according to the non-dominated regulation;

(5) 𝑡 = 𝑡 + 1;

(6) Run Step 3 to Step 5 repeatedly until 𝑡 equals to the maximum generation.

The flowchart of the NSGA-II algorithm is shown in Figure 4.

3.3. Optimization results
According to the established multi-objective collaborative optimization model of the EHPS system, the NSGA-
II is applied to the main system for the overall optimization of evaluation indexes, and the NLPQL algorithm
is applied to each subsystem for the consistency of design variables. Additionally, the multi-objective particle
swarm optimization algorithm (MOPSO) and NCGA multi-objective optimization algorithms are applied to
the main system, and the NSGA-II algorithm is used to optimize the whole EHPS system. The solution set
distribution of the optimization results is shown in Table 3, and the multi-objective optimization results are
shown in Table 4.

Table 4 shows the distribution of the Pareto solutions obtained by different multi-objective algorithms. It
should be noted that all algorithms are executed 2000 times.

http://dx.doi.org/10.20517/ces.2022.57
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Figure 4. The flowchart of NSGA-II.

Firstly, multi-objective optimization method and multi-objective collaborative optimization method are com-
pared. The distribution of the Pareto solutions obtained by only the NSGA-II is similar to the result by the
NSGA-II with CO. 278 Pareto solutions are obtained by the NSGA-II with CO, and form a near-complete
Pareto front. However, the number of Pareto solutions (104) obtained by the multi-objective optimization
(NSGA-II) is too few to form a near-complete Pareto front. Furthermore, due to the insufficient number of
solutions, poor non-dominant solutions cannot be eliminated, resulting in a low quality of the optimization
solution set. Thus, it could be concluded that themulti-objective collaborative optimization has better solution
set diversity and higher solution quality than the multi-objective optimization.

Secondly, the results obtained by CO combing with different multi-objective algorithms are compared. The
MOPSO gets 53 Pareto solutions, while the NCGA and the NSGA-II have 269 and 278 Pareto solutions, respec-
tively. Due to the neighborhood cultivation mechanism of the NCGA algorithm, excellent parent generations
could be preserved in the next generation, which guarantees more Pareto solutions obtained, and the Pareto
solutions distribution is more concentrated. In terms of NSGA-II algorithm, the elitist strategy is introduced;

http://dx.doi.org/10.20517/ces.2022.57
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Table 3. The distribution of Pareto solutions

Pareto solutions

NSGA-II

NSGA-II (CO )

MOPSO (CO)

NCGA (CO)

Table 4. Optimal result

Design variable Initial value NSGA-II NSGA-II (CO) MOPSO (CO) NCGA (CO)

𝐴𝑝 (m2) 1.2∗10−4 1.21∗10−4 1.79∗10−4 1.24∗10−4 1.50∗10−4

𝑝𝑏 (m) 0.008 0.0034 0.0044 0.0035 0.0042
𝐾𝑠 (N/m) 80 32.45 31.7 41.4 36.2
𝐽𝑚 (kg· m2) 6∗10−3 1.26∗10−3 1.82∗10−3 1.12 ∗10−3 1.78 ∗10−3

𝑟𝑝 (m) 0.06 0.037 0.032 0.034 0.021
𝑤 (m) 10−3 5.88∗10−4 6.76 ∗10−4 5.59∗10−4 5.27∗10−4

𝐹𝑙 (𝐽) 3.24∗10−5 2.81∗10−5 2.65 ∗10−5 2.61∗10−5 3.13∗10−5

𝑆𝑐 (𝐽) 0.016 0.023 0.027 0.021 0.026
𝑃 (𝑊) 132.41 124.46 118.28 120.24 116.34

thus, excellent parent generations information could also be preserved in the next generation. Meanwhile, the
sorting method based on crowding distance ensures that the Pareto solutions are distributed uniformly.

The optimization results are shown in Table 4. Through themulti-objective collaborative optimizationmethod,
the average frequency domain energy of steering sensibility is 2.65 × 10−5 J, which is decreased by 19.2% com-
pared with the initial value. The average frequency domain energy of the steering road feel is 0.027 J, and it
is 1.69 times bigger than the initial value. Moreover, the steering energy loss is reduced to 118.28 W, which
is reduced by 10.8% compared to the initial value. Besides, compared to the results by only the NSGA-II al-
gorithm, the optimization objectives have been further improved by the NSGA-II algorithm with CO. The
average frequency domain energy of steering sensitivity is further reduced by 5.69%. The average frequency
domain energy of the steering road feel is further increased by 17.39%, and the steering energy loss is further
reduced by 5.00%. Furthermore, the optimization by the NSGA-II algorithm with CO has the best comprehen-
sive performance compared with the results obtained by CO with the other two multi-objective algorithms.

The Bode diagram of the steering road feel step response is shown in Figure 5. The amplitude in the 0-40 Hz
range has been improved compared to that before optimization. Especially for the NSGA-II with CO method,
it gets the highest average frequency domain energy among the optimization algorithms, which means that

http://dx.doi.org/10.20517/ces.2022.57
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Figure 5. Step response Bode diagram of steering road feel.

the information from the 0-40 Hz range of the road surface can be transmitted to the driver better.

TheBode diagramof the steering sensibility step response is shown in Figure 6. Although theNSGA-IIwithCO
method does not obtain the least steering sensibility, the optimization result obtained is still greatly improved
compared to that before optimization.

Therefore, it could be concluded that multi-objective collaborative optimization can improve the steering road
feel and reduce the steering sensitivity while improving the economy of the steering system. At the same
time, the collaborative optimization of NSGA-II with CO has better solution sets diversity and comprehensive
optimization results.

4. CONCLUSIONS
(1) On the basis of the EHPS system dynamics model and energy flow analysis, the evaluation index formula
of the steering system is derived for the first time, including steering road feel, steering sensibility, and steering
energy loss. In addition, considering the coupling relationship between subsystems, a multi-objective collabo-
rative optimization model is established to achieve parallel computing.

(2)Themulti-objective collaborative optimization further improves the performance of the EHPS system com-
pared with the multi-objective optimization. Besides, the NSGA-II algorithm shows the best comprehensive
performance in optimizing the design parameters of the EHPS system in the comparison of CO combing with
multi-objective algorithms.

(3) The optimization results show that the EHPS system is optimized successfully and multiple evaluation in-

http://dx.doi.org/10.20517/ces.2022.57


Cui et al. Complex Eng Syst 2023;3:3 I http://dx.doi.org/10.20517/ces.2022.57 Page 13 of 15

Figure 6. Step response Bode diagram of steering sensibility.

dexes could be improved simultaneously. Besides, the optimization is beneficial for promoting the application
of the EHPS system in the area of power steering and also serves as a good example for the optimization of
electric power steering systems and active steering systems.
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Abstract
This paper presents a framework for generating high-definition (HD) map, and then achieves accurate and robust
localization by virtue of the map. An iterative approximation based method is developed to generate a HD map in
Lanelet2 format. A feature association method based on structural consistency and feature similarity is proposed to
match the elements of the HD map and the actual detected elements. The feature association results from the HD
map are used to correct lateral drift in the light detection and ranging odometry. Finally, some experimental results
are presented to verify the reliability and accuracy of autonomous driving localization.

Keywords: High definition map, factor graph optimization, localization, reprojection error

1. INTRODUCTION
In recent years, vehicle localization has been treated as an important part of an autonomous driving system.
However, conventional odometry methods have drift problems with long-term use. An inertial navigation
system (INS) will likely fail in scenarios with poor GNSS signals, such as tunnel and urban canyon scenarios [1].
For the sake of more accurate localization, multisensor fusion is developed to compensate for the respective
deficiencies of various sensors. HDmaps, as stable prior information, can provide reliable location constraints.

© The Author(s) 2023. Open Access This article is licensed under a Creative Commons Attribution 4.0
International License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, shar-
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if changes were made.
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Fusion localization methods based on HD maps have been a significant research hotspot in recent years.

For HD maps, some computer-aided generation methods have emerged [2,3]. However, lane lines obtained
using thesemethods are a series of 2-dimensional point sets, which occupy large storage space and do not carry
elevation information. Some researchers store road features in point clouds and use point cloud registration
methods to determine vehicle positions [4,5]. However, point cloud formats have disadvantages such as high
coupling, difficulty in maintaining, and unfavorable object classification. For localization, some researchers
reduce localization errors by matching road surface features, e.g. manhole covers [6–12]. However, the visibility
of road features is easily affected by illumination, which makes the matching performance differ greatly at
different times and results in unstable localization.

In this paper, the main work focuses on two aspects: First, a computer-aided generation method for HD
maps is proposed. Currently, most papers consider the lane lines are in 2D plane when the lane line fitting
is implemented. These methods are almost unusable in scenarios such as overpasses and culverts [13–16]. To
broaden the use of HD maps, it is necessary to develop 3D fitting lane lines. Second, an accurate multisensor
fusion localization method using generated HD map and existing odometry is proposed. It is worth noting
that cumulative errors will occur if the localization method is only based on odometry. Thus, a positional
constraint that has no connection with error is required to correct the estimated position. The contributions
of this paper are summarized as follows:

1. We propose amethod based on an iterative approximation to generate the 3D curve of lane lines. The spatial
parameterized curve fitted by the proposed algorithm, which is global 𝐶1 continuous, has broader applica-
bility than the 2D curve equation. This method not only effectively reduces the number of parameters of
the spline curve but also ensures the accuracy of the curve.

2. We separate the lanes and store them in a particular HD map format instead of holding them as semantic
information in a point cloud. For the HD maps nonuniform sampling point problem, a method based on
numerical integration is proposed to achieve uniform sampling over the arc length.

3. We propose a method to associate the elements in the HD map and the other elements in the perception
results.In this paper, the basic elements of the HD map and the complete feature associations are formu-
lated with their respective similarity evaluation metrics, considering the matching time, similarity and local
structure consistency.

4. We transform the localization problem of fusing HD maps into a graph optimization problem. Based on
the HDmap and perceptual image feature association results, a lateral constraint is applied to the odometry
localization results, and accurate, low-cost localization results are obtained.

2. RELATED WORKS
2.1. Generation of lane curve equations
Chen et al. [14] demonstrated that a cubic Hermite spline (CHS) can describe line segments, arc curves, and
clothoids simultaneously and is a good choice for fitting lane lines. A CHS has at least 𝐶1 continuity, which is
more accurate in describing lane curves than a traditional segmented linear fold representation. Its uniform
form allows fitting any lane curves parametrically using a sequence of feature points. Jo et al. [15] proposed a
B-spline fitting method based on the optimal smoothing technique. Zhang et al. [16] proposed a lane line fitting
method that considered a vehicle model to generate globally 𝐶1 continuous lane lines that match the driving
trajectory. Gwon et al. [17] proposed a segmented polynomial fitting method with sequential approximation,
which outperformed 𝐵-spline and clothoid curves in terms of computational efficiency and modifiability.

2.2. Existing HD map formats
There is no unified standard for HDmap formats, and various institutions and companies use different formats.
The OpenDRIVE standard, developed by the Association for Standards in Automation and Measurement Sys-
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tems (ASAM), has been used in simulations for some time and has good landing performance in some as-
sisted driving models. The Navigation Data Standard (NDS) is a standard format for vehicle-level navigation
databases jointly developed and published by vehicle manufacturers and automotive suppliers. The NDS for-
mat enables sharing of navigation data between different systems by separating the navigation data from the
navigation software. Although OpenDRIVE and NDS are formats developed by more authoritative organiza-
tions, they need to be more open, as they provide only partial information to most developers. Therefore it is
challenging to use them in practice [18,19].

ApolloOpenDRIVE is amodified version of OpenDRIVE to accompany the BaiduApollo autonomous driving
system. Instead of using geometric elements, it uses sequences of points to represent road elements. In addition,
Apollo OpenDRIVE stores reference lines on the map and then describes the lane lines relative to the reference
lines. This allows Apollo OpenDRIVE to express maps with higher accuracy than OpenDRIVE for the same
map file size and also facilitates some calculations in the subsequent planning module.

In 2018, Poggenhans et al. [20] released the open source Lanelet2. Based on the OpenStreetMap (OSM) format,
Lanelet2 has been extended and allowed direct access to many of the open source tools that accompany OSM.
Benefiting from its complete toolkit, open architecture, and easily editable features, Lanelet2 not only allows
the storage of information about roads, road signs, light poles, and buildings with precise geometry but also
enables lane level and traffic-compliant routing.

2.3. Multisensor fusion localization
GNSS are widely spread in intelligent transport systems and offer a low-cost, continuous and global solution
for positioning [21]. It can provide a more stable location. GNSS localization system has obvious disadvantages:
significant errors and easy to be obscured. Therefore, scholars have increasingly recognizedmultisensor fusion
as necessary in recent years. Simultaneous localization and mapping (SLAM) is a technology that constantly
builds and updates environmental information by sensing things in an unknown environment while tracking
their position in the background. SLAM is generally divided into light detection and ranging (LiDAR)-based
SLAM, such as LOAM [22], LeGO-LOAM [23], LINS [24], and LIO-SAM [25], and vision-based SLAM, such as
ORB-SLAM [26], VINS [27,28]. If the localization relies solely on LiDAR or cameras, position estimation errors
will accumulate over a long time and distance. An HD map, as a globally consistent data source, can also
provide reliable global location constraints. Multisensor fusion localization algorithms combined with HD
map lane-level localization algorithms will be more accurate and have great potential.

2.4. Localization based on HD map
Scholars continue to reduce the error by matching pavement marking features or lane line curvature based
on existing localization [6–12]. However, the visibility of road markings is affected by light. The visibility of
different markings on the same road segment varies greatly at different periods, making it difficult to achieve
stable positioning performance. At the same time, these efforts do not consider the common function of
road elements in localization and planning, and these methods can only use the generated road elements in
localization.

3. SYSTEM OVERVIEW
The proposed system consists of three parts. The first part is lane line fitting. An inverse lane line perspective
mapping method combined with ground equations is discussed. An iterative approximation-based process
of fitting piecewise CHS curves is proposed. This method satisfies the requirement of small data storage and
ensures the continuity of lanes.

The second part is the HDmap postprocessing. The data structure and coordinate system required for the HD
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Figure 1. The coordinate system of the vehicle.

Figure 2. Lane detection data.

map are discussed. We use a numerical integration method to calculate the parametric curve arc lengths. In
this way, the parametric scale equidistant curves are transformed into arc-length scale middle curves, making
the curve structure more uniform.

The third part is a fusion localization method based on HD maps and odometry. A method for feature associ-
ation between current HD map information and the camera’s real-time perceptual features is investigated. A
respective similarity evaluation metric is formulated for different essential elements in the HD map. Accord-
ing to the accumulated confidence smoothing, the results are smoothed on the time scale and converted into a
graph optimization problem. Finally, the amount of computation for graphics optimization is reduced using
a sliding window method and improved keyframe selection.

The KITTI dataset is used for autonomous driving and mobile robot research [29]. This study uses only camera
2 and the synchronized and corrected data in the KITTI dataset. Therefore, we add some definitions based
on KITTI’s original definitions. Taking camera 2 as the origin to establish a camera coordinate system, the
intersection of the vertical line from the midpoint of the front and rear axles of the vehicle (the middle of the
four wheels) to the ground and the ground is taken as the vehicle center point, and the base_link coordinate
system is established. The positive direction of the 𝑥-axis is forward along the vehicle’s driving path, the 𝑦-
axis points to the left side of the vehicle’s driving direction, and the 𝑧-axis is vertical upward. The vehicle’s
coordinate system is shown in Figure 1.

4. HD MAP GENERATION
We discuss the generation of HD maps with the lane line detection results already available from existing
experimental data, and the test images are from the KITTI dataset [29]. An example of lane line data is shown
in Figure 2. The lane line data are stored as line segments. Each segment is a lane consisting of several points.
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4.1. Inverse perspective mapping with ground equation
The projection equation of the camera is as follows:

𝑍c

[
𝑷uv
1

]
= 𝑲𝑷c = 𝑲𝑻cb𝑷b (1)

where 𝑷c = [𝑋c, 𝑌c, 𝑍c]T is the coordinates of a point under the camera coordinate system, and 𝑲 is the intrinsic
matrix of the camera. 𝒁c is the 𝑧-axis coordinate of the actual ground point in the camera coordinate system.
𝑷b is the coordinates of a point in the vehicle coordinate system, 𝑷uv = [𝑢, 𝑣]T is the coordinates of a point in
the pixel coordinate system, 𝑻cb represents transformation matrix from the camera to the vehicle coordinate
system.

We calculate the ground equations in the LiDAR coordinate system as follows [30]:

𝒏T
l 𝑷l = 𝒏T

l 𝑻lc𝑷c = 𝒏T
c 𝑷c = −𝐷 (2)

where 𝒏l is the vector normal to the ground plane in the LiDAR coordinate system, and 𝑻lc is the transforma-
tion matrix from the LiDAR to the camera coordinate system. 𝑷1 is the point in the radar coordinate system.
𝒏c is the vector normal to the ground plane in the camera coordinate system.

Combining (1) and (2),

𝑍𝑐


𝑷uv
1
0

 =


𝑓𝑥 0 𝑐𝑥 0
0 𝑓𝑦 𝑐𝑦 0
0 0 1 0
𝐴 𝐵 𝐶 𝐷


𝑷c = 𝑴𝑻cb𝑷b (3)

where 𝑴 is:

𝑴 =

[
𝑲 0
𝒏T

c 𝐷

]
(4)

The physical meaning of 𝐷 is the offset of the plane in the direction of the normal vector (after normalizing
the normal vector 𝒏). In the camera coordinate system, 𝐷 in the ground equation cannot be zero. Therefore,
it can be assumed that 𝑴 is full rank.

Since the matrix 𝑴 varies with the ground equation, its inverse matrix must be calculated for each subsequent
frame, and the program overhead is significant. From the chunk matrix property, we can further obtain the
following:

1
𝑍𝑐

𝑷c =

[
𝑲−1 0

−𝐷−1𝒏T
c 𝑲

−1 𝐷−1

] 
𝑷uv
1
0

 (5)

From (5), the program only needs to compute 𝑲−1 once in the initialization phase. Then, it is just a matter of
computing 𝒏′T and 𝐷−1 in each subsequent frame of the program.

4.2. Piecewise cubic hermite spline fitting
A CHS curve is a cubic polynomial curve determined by the starting point 𝑝0, the ending point 𝑝1, the slope
of the starting point 𝑑0, and the slope of the ending point 𝑑1. The equation of a parametric cubic polynomial
curve is defined as:

F𝑖 ( 𝒑𝑖 , 𝒑𝑖+1, 𝒅𝑖 , 𝒅𝑖+1, 𝑡) = 𝑷𝑖𝑯𝒕 =


𝒑 𝒊
𝒑 𝒊+1
𝒅𝒊
𝒅𝒊+1


T 

1 − 3𝑡2 + 2𝑡3

3𝑡2 − 2𝑡3

𝑡 − 2𝑡2 + 𝑡3
−𝑡2 + 𝑡3


(6)
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(6) represents the equation of the 𝑖-th segment of a CHS curve. A CHS curve has global 𝐶1 continuity [16].

The problem of fitting the 𝑖-th segment of the curve to 𝑁𝑖 points can be transformed into a minimization
problem:

min
𝑁𝑖∑
𝑘=0

err = min
𝑁𝑖∑
𝑘=0



F𝑖 ( 𝒑𝑖 , 𝒑𝑖+1, 𝒅𝑖 , 𝒅𝑖+1, 𝒕𝑖) − 𝒑𝒌



 (7)

It is evident that in each segment of the curve except the first one, only the endpoint tangent vector 𝒅𝑖+1 needs
to be fitted. In (7), fitting a parametric curve equation needs to consider multiple minimization problems at
the same time.

An algorithm for fitting a piecewise spatial CHS curve is proposed based on the idea of asymptotic approxi-
mation, as shown in the Algorithm 1. The main idea of the algorithm is to cyclically optimize 𝒅𝒊 , 𝒅𝒊+1 and 𝒕.
That is, one parameter is optimized while keeping the other two parameters unchanged until each parameter
is optimized 𝑁iter times. To achieve global𝐶1 continuity, the vector tangent to the starting point of subsequent
curves adopts the endpoint tangent vector of the previous segment. In this paper, F𝑖 (𝒅𝑖) means that other
quantities are left unchanged, and only 𝒅𝑖 is changed, and the same is true for other variables. In this paper,
the optimizer uses L-BFGS-B [31].


arg min
𝒅0,𝒅1

∑𝑁0
𝑘=0 ∥F0(𝒅0, 𝒅1) − 𝑝𝑘 ∥ 𝑖 = 1

arg min
𝒅𝑖+1

∑𝑁𝑖
𝑘=0 ∥F𝑖 (𝒅𝒊+1) − 𝑝𝑘 ∥ 𝑖 = 2, 3, . . . 𝑁

(8)

Algorithm 1 CHS Curve Fitting with Asymptotic Approximation

𝑁 : Total number of curve segments.
𝑖: The 𝑖-th curve, 𝑖 ∈ [1, 𝑁].
𝑁𝑖 : Point set size.
𝑘 : The 𝑘-th point in the set of points, 𝑘 ∈ [1, 𝑁𝑖].
𝑡𝑘 : The parameter corresponding to the 𝑘th point.
𝒕𝑖 : The column vector consisting of 𝑡𝑘 .
𝑁iter: Number of iterations.
for 𝑖 ∈ [1, 𝑁] do

Initialization : 𝒑𝑖 , 𝒑𝑖+1
for 𝑗 ∈ [1, 𝑁iter] do

𝒕𝑖 = L-BFGS-B
(
arg min

𝒕

∑𝑁𝑖
𝑘=1 F𝑖 ( 𝒕𝑘 )

)
if 𝑖 == 1 then

𝒅𝑖 = L-BFGS-B

(
arg min

𝒅𝑖

∑𝑁𝑖
𝑘=1 F𝑖 (𝒅𝑖)

)
end if

𝒅𝑖+1 = L-BFGS-B

(
arg min

𝒅𝑖+1

∑𝑁𝑖
𝑘=1 F𝑖 (𝒅𝑖+1)

)
end for

end for
return F
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Figure 3. Curve fitting.

The traditional piecewise cubic Hermite interpolating polynomial (PCHIP) [32] algorithm fits a set of curves
with four parameters every two points, so the number of parameters to be fitted increases exponentially with
an increasing number of sampling points. The asymptotic approximation of the CHS curve fitting algorithm
proposed in this section adds several sampling points to the curve fitting equation as constraint terms, which
can effectively reduce the total number of parameters while ensuring that the curve is as close as possible to
the remaining sampling points. As shown in Figure 3, the gray line is the actual curve, the red line is composed
of 20 sampling points, and the blue and green lines are the curves fitted by the algorithm in this study. The
smooth and continuous connection between the blue and green lines is evident in Figure 3. This shows that the
algorithm’s results in this study can still guarantee a certain accuracy in the case of more serious disturbances.
This accuracy satisfies the need for lane line fitting.

4.3. Intersection completions
Considering that some roads prohibit left or right turns, it is not feasible to fix intersections through geometric
relationships. In this study, we evaluate the intersection connection using the trajectory information of the
vehicle driving. The vehicle driving trajectory is superimposed on the set of lane points. When the lane points
near the vehicle driving route are less than a threshold value, the intersection is considered to be at that point.

The parameters of a CHS curve equation in an intersection (called virtual lanes) can be determined by com-
bining the endpoint of the departure lane and its tangent vector with the start point of the entry lane and its
tangent vector. That is, for the equation of virtual lanes at this intersection, the equation of a lane line in inter-
section FI satisfies FI = F( 𝒑𝑝𝑟𝑒𝑣 , 𝒑𝑛𝑒𝑥𝑡 , 𝒅𝑝𝑟𝑒𝑣 , 𝒅𝑛𝑒𝑥𝑡 , 𝑡), where 𝒑𝑝𝑟𝑒𝑣 and 𝒑𝑛𝑒𝑥𝑡 are the endpoint coordinates of
the starting lane and the start point coordinates of the target lane, respectively, and 𝒅𝑝𝑟𝑒𝑣 and 𝑏𝑜𝑙𝑑𝑠𝑦𝑚𝑏𝑜𝑙𝑑𝑛𝑒𝑥𝑡
are the endpoint tangent vector of the starting lane and the start point tangent vector of the target lane.

4.4. Arc length equalization of curves
In Lanelet2, a sequence of points is used to describe lane lines. This storage method has some advantages; path-
planning algorithms with some processing can use this point sequence. In addition to manual adjustment to
edit HD maps, they must also manipulate the point sequence and cannot be operated on the parameterized
curve. In contrast, some scenarios require global smoothing of curves, such as lane visualization drawing.
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Therefore, lane parameters and point sequences are stored in the map file in this study. Optimizing the curve
equation after parameter 𝑡 does not have a physical meaning. To make the spacing of sampling points on each
section of the lane consistent, the arc length of the curve needs to be calculated and used to re-extract the
equidistant sampling points.

The CHS arc lengths can be calculated from the following equation:

𝑠 =
∫ 1

0
𝑔(𝑡) dt =

∫ 1

0

√
𝑥′(𝑡)2 + 𝑦′(𝑡)2 + 𝑧′(𝑡)2 dt =

∫ 1

0

√
𝒕′T𝑯T𝑷T𝑷𝑯𝒕′ dt (9)

(9) is an elliptic integral, which is difficult to calculate by ordinary methods. In this study, the Gauss-Kronrod
quadrature method [33] is used to simplify the integration calculation process.

We use the G7-K15 method, a 7-point Gauss rule with a 15-point Kronrod rule, apply it to (9), and use the
rules of the upper and lower limits of the integral transformation to calculate the arc length from 𝑡0 to 𝑡1:∫ 𝑡1

𝑡0

𝑔(𝑥) dx =
∫ 1

−1

𝑡1 − 𝑡0
2

𝑔

(
𝑥 + 1

2
(𝑡1 − 𝑡0) + 𝑡0

)
dx ≈

15∑
𝑖=1

𝑤𝑖
𝑡1 − 𝑡0

2
𝑔

(
𝑥𝑖 + 1

2
(𝑡1 − 𝑡0) + 𝑡0

)
(10)

(10) can be used to calculate the arc length of the lane curve, which is not only used for equidistant sampling
but also in intersection steering scenarios. The arc length can also be used to calculate curvature, which is
convenient for planning.

5. LOCALIZATION BASED ON AN HD MAP
There are a variety of complex road environments in the cities, such as tunnels, overpasses, and urban canyons.
These environmentsmakeGNSS-based localization less reliable. Someodometry fusingmethods have emerged
to solve the problem of GNSS failure. However, due to odometry drift, these methods cannot meet the local-
ization requirements in scenarios where there is a long-term lack of effective global position information [34].
Although point cloud map relocalization based on the iterative closest point (ICP) [35], normal distribution
transform (NDT) [36] and other methods is very effective, a very large point cloud map becomes a major chal-
lenge that affects practical use. An HD map contains various semantic features, while lane lines and traffic
signs have good recognition both day and night. To explore the global localization method combining an HD
map and IMU, two problems need to be solved. First, the elements in the HD map are associated with the
elements detected using other sensors. Second, the pose is estimated based on the feature association results.

5.1. Reprojection
Reprojection refers to projecting the coordinates of a corresponding point in 3D space back to the pixel plane
according to the currently estimated pose. The error between the reprojected and actual pixel coordinates is
called the reprojection error and is often used as an indicator to evaluate the pose. Based on the position of
the lane in the map, the known a priori knowledge of the HD map is projected onto the camera image by
combining the intrinsic and extrinsic parameters of the camera. The evaluation of a pose metric is obtained by
differencing the a priori map element positions and the coordinates of the matching perceptual results. Ideally,
the distance between the two should be zero. The optimal camera pose can be obtained by optimizing the
camera pose using a nonlinear optimization method to minimize this evaluation metric so that the optimal
vehicle pose can be calculated.

First, referring to the transcendental vehicle pose 𝑻bw, combined with (3), the representation of a feature point
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𝑷w in the world coordinate system at the coordinates 𝑷uv in the pixel plane system can be obtained.

𝒑𝑢𝑣 = ℎ(𝑻bw, 𝒑w) =
1
𝑍𝑐

𝑲𝑻cb𝑻bw 𝒑w (11)

where 𝑻cb is the transformation matrix from the vehicle coordinate system to the camera coordinate system,
𝑻bw is the transformation matrix from the world coordinate system to the vehicle coordinate system, and 𝑍𝑐 is
the 𝑧 axis coordinate of the feature point in the camera coordinate system, 𝐾 is the camera internal parameter
matrix. According to (11), the elements in the HD map are projected into the pixel plane.

5.2. Feature association
To use an HD map for localization, the location of objects detected by the sensors on the HD map needs to
be known. This step is called feature association. Feature association locates HD map elements that match
the features detected in the camera images. The correct selection of map features can significantly improve the
localization results. In this study, we choose lane line elements asmap features. This is because lane line features
are easy to detect, have a long duration, and have good reflection properties, and have a high detection success
rate in environments such as nighttime. The map elements are reprojected to the pixel plane (map features),
and the distance between the detected elements (perceptual features) is calculated and used to evaluate the
localization results.

Define the perceptual feature 𝑥 as consisting of kind 𝑥𝑙 and shape 𝑥𝑏 , i.e. 𝑥 = {𝑥𝑙 , 𝑥𝑏}. For lane line perception
feature 𝑥, the slope difference of lanes on the same road section is very small. There is a possibility that distant
lanes may be included in the HD map reprojection process by mistake. To better distinguish lane lines on
the same road section, the shape is defined to consist of a sequence of lane line points 𝑥𝑠 and their slopes 𝑥𝑑 :
𝑥𝑏 = {𝑥𝑠, 𝑥𝑑}.

Based on the consistency of the local structure, the map feature reprojection error is calculated. Then, coarse
matching of features and HD map perceptual features is performed. If the reprojection error is too large, the
gap between the map and perceptual features is considered too large and will not be matched and optimized.
The algorithm continues only when the error is less than a certain threshold. Define the map feature as 𝑦 and
given camera perceptual feature 𝑥, consider the confidence 𝑥𝑐 that a feature belongs to a certain class with
probability 𝑃(𝑥𝑙 |𝑦𝑙) given by the target detection module. Assuming that the shape detection noise obeys a
normal distribution, this is combined with computing the feature’s likelihood probability 𝑃(𝑥 |𝑦).

𝑃(𝑥 |𝑦) = 𝑃(𝑥𝑙 |𝑦𝑙)𝑃(𝑥𝑐 |𝑦𝑙 , 𝑥𝑙)𝑃(𝑥𝑏 |𝑦𝑏) (12)

For the lane lines, define the likelihood probability 𝑃(𝑥𝑏 |𝑦𝑏) of the shape.

𝑃(𝑥𝑏 |𝑦𝑏) = 𝜔𝑒
− 1

2

(
𝑥𝑑
𝑖
−𝑦𝑑
𝑖

𝜎𝑑

)2

+ (1 − 𝜔)𝑒−
1
2

(
𝑥̄ 𝑝− 𝑦̄ 𝑝
𝜎𝑝

)2

(13)

where 𝑦𝑑 and 𝑥𝑑 are the slopes of the lane lines in the map feature and the perceptual feature, respectively, and
𝑥𝑝 and 𝑦̄𝑝 are the average coordinates of the sampling points of the lane lines on the 𝑥-axis in the map feature
and the perceptual feature, respectively. 𝜎𝑑 is the variance of the lane slope. If the likelihood probability 𝑃(𝑥 |𝑦)
is greater than a certain threshold Th, this map feature and the perceptual feature are considered as a pair of
coarse matches 𝑧𝑖 𝑗 = {𝑥𝑖 , 𝑦 𝑗 } for the same feature.

Considering the map structure consistency, the perceptual feature structure should be similar to the map fea-
ture structure. After coarse matching, the distance between two of each map feature and the distance between
two of the matching perceptual features is calculated, as shown in Figure 4. These two sets of distances are
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Figure 4. Edge similarity definition

called the structural features of the map features and the structural features of the perceptual features. The dif-
ference in the structural features is used as ameasure to assess the similarity between a given frame’s perceptual
feature structure and the map feature structure.

Define the matching matrix 𝑫 ∈ R𝑁𝑛×𝑁𝑚 , where the element 𝑑𝑖 𝑗 = 1 indicates that the perceptual feature 𝑥𝑖
matches the map feature 𝑦 𝑗 ; otherwise, 𝑑𝑖 𝑗 = 0. Define that in two feature pairs 𝑑𝑖 𝑗 and 𝑑𝑘𝑙 , the edge 𝑒𝑥 (𝑖, 𝑘)
denotes the horizontal distance between perceptual features 𝑥𝑖 and 𝑥𝑘 , and similarly, the edge 𝑒𝑦 ( 𝑗 , 𝑙) denotes
the horizontal distance between map features 𝑦 𝑗 and 𝑦𝑙 . Then, the similarity between the perceptual feature
structure and map feature structure 𝑠𝑡 in a certain frame is shown in (14).

𝑠 =
1
𝑁𝑒

𝑁𝑛∑
𝑖=1

𝑁𝑚∑
𝑗=1

𝑁𝑛∑
𝑘=1

𝑁𝑚∑
𝑙=1

𝑑𝑖 𝑗𝑑𝑘𝑙 exp

((
𝑒𝑦 ( 𝑗 , 𝑙) − 𝑒𝑥 (𝑖, 𝑘)

2𝜎𝑒

)2
)

(14)

where 𝑁𝑛 and 𝑁𝑚 are the total numbers of perceptual features and map features after reprojection, respectively.
𝑑𝑖 𝑗𝑑𝑘𝑙 denotes the requirement that this edge exists for both map features and perceptual features. 𝑁𝑒 is the
number of all possible edges that satisfy the above requirement.

Considering the number of matches, structural consistency, and reprojection error, the feature matching prob-
lem can be expressed as a multi-order map matching problem.

𝑫̂ = arg max
𝑫

𝜔1𝑁𝑑 + 𝜔2𝑠 + 𝜔3
1
𝑁𝑑

𝑁𝑛∑
𝑖=1

𝑁𝑚∑
𝑗=1

𝑑𝑖 𝑗𝑃(𝑥𝑖 |𝑦 𝑗 ) (15)

where 𝑁𝑑 is the number of feature matching pairs. 𝑃(𝑥𝑖 |𝑦 𝑗 ) and 𝑠 can be calculated by (12) and (15). 𝜔1, 𝜔2,
𝜔3 are the weight parameters.

5.3. Factor graph optimization
Define known sensor measurements 𝑍 = {𝑧𝑖}𝑁𝑧𝑖=1, map feature measurements 𝑌 = {𝑦 𝑗 }𝑁𝑚𝑗=1, where 𝑙 𝑗 ∈ R3,
and pose estimates 𝑋 = {𝑥𝑡}𝑁𝑥𝑡=1 , where 𝑥𝑡 ∈ SE (2). The HD map-based localization can be expressed as a
maximum a posteriori probability (MAP) estimation as follows:

𝑋̂ = arg max
𝑋

𝑃(𝑋 |𝑍,𝑌 ) (16)

This MAP estimation can be decomposed into two subproblems, feature association and pose estimation, to
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create a feature association 𝐷 = {𝑑𝑡}𝑁𝑑𝑡=1 between the perceptual measurements andmap feature measurements.
It is obtained as follows:

𝑋̂, 𝐷̂ = arg max
𝑋,𝐷

𝑃(𝑋, 𝐷 |𝑍,𝑌 ) = arg max
𝑋,𝐷

𝑃(𝑋 |𝐷, 𝑍,𝑌 )𝑃(𝐷 |𝑋, 𝑍,𝑌 ) (17)

We use factor graphs to optimally fuse odometry 𝑧𝑜 and map feature measurements 𝑧𝑙 from feature matching.
It is more difficult to solve the posterior distribution directly, and with the matching relationship 𝐷̂ already
estimated, using Bayes’ theorem, (17) can be written as

𝑋̂ = arg max
𝑋

𝑃(𝑋 |𝑍,𝑌, 𝐷̂) = arg max
𝑋

𝑃(𝑋)𝑃(𝑍 |𝑋,𝑌, 𝐷̂) (18)

The above equation splits the MAP estimation into the product of the maximum likelihood estimate (MLE)
and the prior. Therefore, (17) can be equated to anMLE problem. Therefore, the pose 𝑋 optimization problem
can be constructed based on the odometry 𝑧𝑜 and the feature matching pair (called landmarks) 𝑧𝑙 obtained in
the previous section. The error term consists of the odometry error 𝑒𝑜 and the observation error 𝑒𝑦 . The obser-
vation error 𝑒𝑦 can be composed of the coordinate error 𝑒𝑙 of the landmark and the map error 𝑒𝑚𝑗 . Therefore,
we divide the error term into three parts: odometry error 𝑒𝑜 , landmark error 𝑒𝑙 and map error 𝑒𝑚𝑗 .

Assume that the noise satisfies a normal distribution. The odometry error optimization term can be defined
as: ∑

𝑘

𝑒𝑜 (𝑥𝑘−1, 𝑥𝑘 , 𝑧
𝑜
𝑘 )

TΩ𝑜
𝑘𝑒
𝑜 (𝑥𝑘−1, 𝑥𝑘 , 𝑧

𝑜
𝑘 ) (19)

whereΩ𝑜
𝑘 is the information matrix, and the odometry error 𝑒𝑜 (𝑥𝑝𝑘−1, 𝑥

𝑝
𝑘 , 𝑧

𝑜
𝑘 ) can be expressed as the difference

between the current pose 𝑥𝑝𝑘
T after performing the transformation 𝑧𝑜𝑘 on the pose 𝑥

𝑝
𝑘−1 for the previous frame:

𝑒𝑜 (𝑥𝑝𝑘−1, 𝑥
𝑝
𝑘 , 𝑧

𝑜
𝑘 ) = 𝑥

𝑝
𝑘

T
𝑥
𝑝
𝑘−1𝑧

𝑜
𝑘

(20)

The landmark error optimization term can be defined as:∑
𝑘

𝑒𝑙 (𝑥𝑝𝑘 , 𝑥
𝑙 , 𝑧𝑙𝑘 )

𝑇Ω𝑙
𝑘𝑒
𝑙 (𝑥𝑝𝑘 , 𝑥

𝑙 , 𝑧𝑙𝑘 ) (21)

where the landmark error can be represented by the difference between the 𝑥-axis coordinates of the perceptual
features and map features:

𝑒𝑙 (𝑥𝑝𝑘 , 𝑥
𝑙 , 𝑧𝑙𝑘 )

T =

[
1
𝑍𝑐𝑘

𝑲𝑻cb𝑥
𝑝
𝑘

T
𝑥𝑙 − 𝑧𝑙𝑘

]
0

(22)

The map error optimization term can be described as [37]:∑
𝑘

𝑒𝑚𝑘 (𝑥
𝑙)TΩ𝑚

𝑘 𝑒
𝑚
𝑘 (𝑥

𝑙) = 𝛾(𝑐)
𝑟2

∑
𝑘

(𝑥𝑙 − 𝑚𝑘 )T(𝑥𝑙 − 𝑚𝑘 ) (23)

where 𝛾(𝑐) is the inverse-chi-squared distribution function, 𝑟 is the radius, and 𝑚𝑘 is the location of the 𝑘th
frame map feature.

When the error of a particular edge is significant, the growth rate of the Mahalanobis distance in the above
equation is substantial. Therefore, the algorithm will try to preferentially adjust the estimates associated with
this edge and ignore the effect of other advantages. This study uses the Huber kernel function 𝐻 (𝑥) to adjust
the error term and reduce the impact of erroneous data.
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Combining (19), (21), and (23), the pose optimization function is obtained as follows:

𝑋̂ = arg min
𝑋

∑
𝑘

𝐻
(
𝑒𝑜 (𝑥𝑝𝑘−1, 𝑥

𝑝
𝑘 , 𝑧

𝑜
𝑘 )

TΩ𝑜
𝑘𝑒
𝑜 (𝑥𝑝𝑘 , 𝑥

𝑝
𝑘 , 𝑧

𝑜
𝑘 )

)
+
∑
𝑘

𝐻
(
𝑒𝑙 (𝑥𝑝𝑘 , 𝑥

𝑙 , 𝑧𝑙𝑘 )
TΩ𝑙

𝑘𝑒
𝑙 (𝑥𝑝𝑘 , 𝑥

𝑙 , 𝑧𝑙𝑘 )
)

+𝛾(𝑐)
𝑟2

∑
𝑘

(𝑥𝑙 − 𝑚𝑘 )T(𝑥𝑙 − 𝑚𝑘 )

(24)

6. EXPERIMENTS AND RESULTS
We validated the proposed localization algorithm through a series of experiments. First, the KITTI dataset
is gradually simplified to fit a single parametric curve based on various lane characteristics. The curve equa-
tion of each lane line is calculated based on the three-time Hermite spline curve fitting algorithm proposed
in this paper. Then, after intersection complementation and manual adjustment of elements, an HD map cor-
responding to the KITTI dataset is generated. Finally, based on the original odometry, the priori HD map
information and the fused HDmap localization algorithm proposed are used to further constrain the vehicle’s
lateral position.

6.1. Curve fitting
To fit the lane lines, we must extract the lane points. The first step uses the ground plane fitting (GPF) al-
gorithm [30] to calculate the ground equation. The coordinates of the lane lines on the image in the camera
coordinate system 𝑷c are calculated according to (5). Using the localization data of the GNSS/INS system
as vehicle position true value 𝑷b, the lane line recognition results of each frame are stitched and the same
road section with different lane lines are stored as different categories. The StatisticalOutlierRemoval (SOR)
filter [38] is used to filter some misdetected outliers. This step also excludes some poorly detected road sections
together, which are reflected as different colors in different lane line maps, as shown in Figure 5(a).

The second step uses density-based spatial clustering of applications with noise (DBSCAN) [39] clustering to
divide the closely spaced points (distance less than a certain threshold) into the same cluster. This search
threshold needs to be slightly greater than the lane spacing and less than the distance between adjacent lanes
at an intersection. This enables the clustering algorithm to search for adjacent lanes and ensure that the inter-
section area can be used for segmentation. Because of the large number of point clouds, the KD-Tree search
algorithm is used rather than a traditional traversal search. Through DBSCAN clustering, the lane lines are
divided into 19 areas, as shown in Figure 5(b).

In the third step, the lanes are divided via DBSCAN clustering using the information of different lanes in the
same road recorded in the first step. Then the lanes are divided according to the category attribute for each
segment, as shown in Figure 5(c). A unique ID is assigned to each lane here for subsequent lane completion.

The curve fitting process is shown in Figure 6, where the upper left, middle and right are X-Y, X-Z, and Y-Z
views, respectively, which show that the fitting effect is relatively good. The spatial curve can describe the
original lane line point set better.

The middle subplot of Figure 6 shows the fitting effect of parameter t , indicating the variation of the error of
all parameters 𝒕i with the number of iterations. After four iterations, the error of most parameters 𝒕i decreases
to below 1.0. The lower subplot shows the variation of the total error during the iterative calculation, and the
error is stable after two iterations. The 3D view of this lane line fitting effect is shown in Figure 7.

This study determines the intersection connection based on the vehicle path to solve the problem that there
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(a) Original lane data (b) Cluster division of lane (c) Cluster division with class

Figure 5. Extract lane points.

Figure 6. Curve fitting process.

may be no left turn or right turn on the road. The intersection topology is selected by combining the IDs
assigned to each lane. The algorithm completes the virtual lane lines of the intersection.
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Figure 7. Single lane fitting result.

(a) Crossing fitting before and after comparison (b) Global lane fitting result

Figure 8. Lane Fitting Process

The results before and after intersection completion are shown in Figure 8(a). The final lanes for the entire
area are shown in Figure 8(b), and the overall lane fit is relatively good. To create an HD map, further manual
adjustment of the lane curve is also required, and complements other elements on the map, such as sidewalks
and various traffic signs.

6.2. HD map production
The vehicle’s starting point is defined as the map origin, and the GPS coordinates of the origin (48.982 545 °W,
8.390 366 °E) are recorded. To obtain higher projection accuracy, the European ETRS89 coordinates are used
in this study. The coordinate system parameters are shown in Table 1.

We import the long-axis flattening of the Earth ellipsoid defined by the ETRS coordinate system in Table 1
into the Geographiclib geographic coordinate library for calculation. The coordinates of the initial point in the
MGRS geographic coordinate system are 32UMV-55394.36-25694.44, of which the area number is 32UMV, the
distance to the east is 55394.36 m, the distance to the north is 25 694.44 m, and the grid north angle is −0.5◦.
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Table 1. ETRS89 coordinate System

Name Value
EPSG number EPSG:25832

Prime meridian Greenwich

Earth’s ellipsoid GRS 1980 (long axis: 6,378,137 m, flat rate: 298.257,222)

Figure 9. The lanelet2 map.

TheMGRS coordinates of the lane lines and initial points shown in Figure 8(b) are stored in the Lanelet2 file.
After opening the Lanelet2 file with the JOSM professional map software, the Mapbox satellite map is loaded
as the base map. As shown in Figure 9, the converted coordinates can be recognized and displayed correctly
by the professional mapping software. The road shapes overlap with the roads in the satellite map.

Figure 8(b) shows that some intersections are poorly fitted. The elements, such as stop lines and crosswalks,
are not identified. Therefore, some elements that were missed by mistake were manually adjusted, the lane
shape was fine-tuned, and pedestrian crossing markings and some traffic signs were added. Figure 10 shows
the effect of manual labeling of some intersections. After adjusting the lane lines, a new curve equation needs
to be refitted for this lane using the method in Part IV. Finally, the lane curve is optimized using a numerical
integration method to approximate the arc-length isometric sampling.

6.3. Localization experiment
Following the previous preparations, the next step is to conduct a localization experiment. The points of the
HDmap are projected in the image coordinate system using formula (11). Considering the actual lanes in the
camera image orientation, only the lanes located in the lower half of the image are kept, as shown in Figure
11. Since the virtual lane (blue) in the figure should not be involved in matching and optimizing the position
attitude, only the actual lane (red) is reserved for lane matching and position optimization. The horizontal red
lanes on both sides result from the projection of the nearby road, not the current road. The algorithm filters
the possible lanes by radius and then projects them into the image. The final lanes involved in matching are
shown in Figure 12.

Because the inertial guidance odometry in the KITTI dataset is relatively accurate, it does not reflect the effect
of the localization algorithmwell. In this paper, we use the LOAM [22] algorithm as a laser odometry andmatch
the HD map with the actual detection results using the method proposed in Part V. The obtained matching
results are added to the Georgia Tech Smoothing and Mapping (GTSAM) [40] optimization as roadmap con-
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Figure 10. Manual marking.

Figure 11. The reprojection of HD map.

Figure 12. Available lanes for matching and optimizationp.

straints. To test the effect of fused localization, the fused HDmap localization algorithm designed in this study
is compared with the comparison of the actual value, as shown in Figure 13.

The metric commonly used in academia to evaluate trajectories is the root-mean-square deviation (RMSE):
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Figure 13. Comparison between our algorithm, LOAM and the ground truth.

Table 2. Localization error

Algorithm RMSE Min APE error Max APE error

Algorithm of this paper 4.3361m 0.6679m 15.1492m

LOAM 12.5518m 1.1545m 21.8804m

RMSE =

√√√
1
𝑁

𝑁∑
𝑖=1

APE2 (25)

The absolute pose error (APE) considers only translational errors:

APE =



trans(𝑻−1

𝑔𝑡,𝑖𝑻𝑒𝑠𝑡,𝑖)



 (26)

In this study, the EVO [41] toolkit is used to evaluate the trajectory error of the proposed localization algorithm,
and the results are shown in Table 2.

Figure 13 shows the comparison of the effect of the proposed algorithm and the LOAM algorithm. The pro-
posed localization algorithm has a more significant improvement compared to the pure LOAM distance meter.
As seen, the error in the localization effect of incorporating the HD map remains small most of the time. A
horizontal offset can be seen in the upper left part of the road where the HD map does not exist. Because
the leftmost road is long and has a particular curvature, the localization of the fused HD map needs to be
improved for the forward direction. The LiDAR odometer has a large offset on the lower left side of the road,
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(a) Experimental scenes (b) Localization results

Figure 14. Robustness test.

so the algorithm developed in this study also has a large offset. This problem can be solved by subsequently
considering adding more road elements.

6.4. Robustness test
Now, we compare the localization performance of the method in this paper with other methods. Since the
road in the experimental scenes is lined with trees, the features extracted by LiDAR from the dense foliage
are very noisy. In the experimental scenes, the GPS localization is correct because the GPS signal completely
covers the experimental data set. We treat the GPSmeasurements here as ground truth. Figure 14(b) shows the
localization results of the method in this paper with other methods in this case. LIOM lacks a pre-processing
method to filter out reliable features, so its results are far from the correct ones. The unsatisfactory LIO-SAM
results are due to unreliable features that severely affect the matching between keyframes. The method in this
paper can obtain more accurate results than other methods.

7. CONCLUSION
In this paper, an iterative approximation-basedmethod is proposed to generate the 3D curves of lane lines. For
the problem of uneven sampling points in HD maps, a method based on numerical integration is proposed
to achieve uniform sampling over the arc length. Based on the feature association results of the HD map and
the perceptual image, lateral constraints are applied to the odometer localization results to obtain accurate and
low-cost localization results. Experimental results show that the proposed method can generate HDmaps and
achieve high-precision localization. Future work will try to consider the lateral serial numbers of lane lines
for clustering. Larger thresholds are easier to cluster on lane points with the same serial number. The radius
threshold of lane points with different serial numbers is reduced so that the clustering can be clustered along
the direction of lane lines, which can solve the problem of intermittent lane lines. To improve the practicality
of this method, we will continue to explore the detection of more road elements, the generation of topological
relationships for complex road sections (e.g., traffic circles), and the automatic association methods of traffic
signs and lanes in the future. The main sensors used in this system are LiDAR and camera, which are sensitive
to rain and snow occlusion. Therefore, the present system is not robust in rain and snow environment. In
the subsequent work, thanks to the graphical optimization framework, we can easily add GPS measurement
constraints to the position map. This can overcome the effect of rain and snow environment on the system to
some extent. Cloudy weather is still one of the important challenges for GPS localization systems. In future
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work, we will add kinematic model constraints to improve GPS localization results.
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Abstract
With the development of ship electrification, the demand for energy in ports is increasing. The location and natural 
resources of ports also create conditions for the development of ship electrification. This paper firstly analyzes the 
current development status of floating solar power generation technology and offshore wind power generation 
technology, summarizes the obstacles facing the development of offshore power generation platforms, introduces 
the materials and structures that can be used for floating power generation platforms, and then introduces the port 
microgrid topology from three aspects of AC microgrid (AC), DC microgrid (DC) and AC/DC hybrid microgrid 
(AC/DC) hybrid structure, and compares the three structures. Then the existing control methods are reviewed 
from the perspective of port capacity planning and the application of distributed control in port energy planning is 
emphasized. Finally, port energy management strategies are introduced from the perspective of multiple time 
scales, and relevant cases are listed, and the advantages and disadvantages of management strategies under 
different time scales are compared. At the end of the paper, several advanced smart ports are given as examples, 
and the new energy used by each port and its development scale are analyzed, and the future clean and efficient 
ports are envisioned.
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1. INTRODUCTION 
Maritime transport plays a key role in international communication. It is estimated that 90% of the world’s 
trade in goods is carried out by sea. However, most ships use fossil fuels to meet their energy needs, 
resulting in the emission of pollutant gases, particulate matter, and greenhouse gases (GHG)[1]. The 
development of clean and renewable energy and large-scale use of port power and charging facilities are the 
main measures to achieve the port carbon reduction target. Considering the waiting ships outside the port, 
it is necessary to further extend the port.

In 2015, Norway launched its first fully electric ferry, adding to the growing number of fully electric ships. 
In such containers, electricity can be generated from renewable resources and storage systems, such as 
batteries and supercapacitors[2]. Singapore’s Jurong Port has a 9.5 MWP solar power system that generates 
more than 12 million kWh a year and meets 60% of the power demand at the port. Hamburg Port[3] has 
implemented the overall plan of “Smart Port Energy”. One of the sub-projects is the Altona Cruise terminal 
shore power project. Shore power facilities are connected to the 10 kV medium-high voltage main grid of 
Hamburg, and the power is transmitted to the terminal frequency converter station through cables, which 
can provide 12 MVA/6.6 KV/60 Hz or 12 MVA/11 KV/60 Hz power to cruise ships. Shore power facilities 
are powered by renewable energy, reducing CO2 emissions by more than half. The microgrids of ports such 
as Bayonne Tarnos in France, Long Beach in the United States, and Mytilene in Greece also include 
photovoltaic (PV) power generation systems and wind turbines (WT), which use renewable energy to 
generate electricity, meet the power demand of critical loads in emergency situations and are used for cold 
ironing of cargo ships to reduce the emission of polluting gases.

At present, China’s ports have only a small amount of renewable energy installed, and the research on the 
renewable energy network for shore power supply is still in the primary stage. “Ming Qing”, the world’s 
largest 400,000-ton super mine ship in Dongjiakou Port (Qingdao)in Shandong Province, China, has 
successfully connected to the dock shore electricity, marking that the China port is the first in the world to 
realize the full application of shore electricity for the 400,000-ton super mine ship. The Laotangshan Wharf 
at Zhoushan Port[4] has completed the first hybrid port power system of high and low voltage in Zhoushan 
City, with a total capacity of 4030 kVA, which can simultaneously meet the power supply demand of two 
bulk cargo ships of 150,000 tons and two bulk cargo ships of 50,000 tons. The terminal of Section C in the 
Beijiang port area of Tianjin Port has been put into operation, which is the first “smart zero-carbon” 
terminal in the world. The facilities and equipment are driven by electricity, and the “integration of scenery 
and storage and loading” system realizes the independent supply of green electricity, with zero carbon 
emission in the whole process. The berth of Nanjing Longtan Port adopts low-voltage shore power and 
builds 4 sets of 100kVA shore power connection devices, 4 sets of 200 kVA shore power connection devices, 
and 2 sets of 300 kVA shore power connection devices, with a total capacity of 1800 kVA. Shanghai Port, 
Guangzhou Port, Qingdao Port, and many other ports have carried out power projects to develop the green 
intelligent control system.

The literature on “cold-ironing[5]” and “shore power supply[6]”introduces that the onshore power grid 
supplies power to the berthed ship, avoiding the use of diesel generators on the ship. To reduce the carbon 
footprint of cold-ironing ships and avoid fossil fuel generation in the main grid, renewable energy, solar 
panels, wind turbines, and storage options have been increasingly considered[7]. Sadeghi et al. proposed the 
design and optimization of a hybrid renewable energy system (HRESs) with power-sharing capability, using 
multi-objective particle swarm optimization (MOPSO) and multi-objective Crow search (MOCS) to solve 
the problem studied so that the system has good economic benefits and reliability[8]. In order to manage 
these elements, more and more attention has been paid to the development of microgrids in port areas in 
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the last decade. While microgrids have been widely developed worldwide in different areas (cities, remote 
communities, islands, etc.), they are still rare in port areas. This is because of the diversity of port loads 
(refrigerated containers, quay cranes, ship cold-irons, buildings, etc.) and other reasons related to energy 
management, load forecasting difficulties, and megawatt power demand[9]. In addition, the development of 
microgrids involves huge investments due to the use of storage solutions and renewable energy sources, 
leading to problems of investment cost-sharing between authorities and port owners and the management 
of microgrids from both commercial and energy perspectives[10,11].

This paper summarizes and analyzes the research progress of green power supply technology in port 
microgrids, and its organizational structure is as follows. The first part introduces the current development 
status of port green power supply technology, and the second part introduces different power systems, 
describes photovoltaic power generation in detail, and lists some running cases. The third part introduces 
the DC microgrid, AC micro power grid, and the scenery storage integration of micro AC/DC hybrid power 
grid and compares three kinds of systems, and the fourth part introduces the port capacity of micro power 
grid planning and the existing methods. The fifth part introduces the distributed control method and multi-
time scale energy management strategy of port microgrids, and the sixth part lists the existing cases in the 
world. The last section summarizes the findings and prospects the future research directions.

2. FLOATING WIND-PV-STORAGE POWER SUPPLY PLATFORM
2.1. Floating offshore wind power platform
Offshore wind farms are offshore wind power plants in water depths of about 10 meters, and electricity is 
generated by turning wind turbines. Compared with onshore wind farms, offshore wind farms have the 
advantages of not occupying land resources, basically unaffected by topography, higher wind speed, more 
abundant wind energy resources, larger wind turbine capacity (3-5 MW), and higher annual utilization 
hours. However, the construction of offshore wind farms is also technically difficult, and the construction 
cost is generally 2 to 3 times that of onshore wind farms.

In recent years, the UK, Germany, Denmark, the United States, Japan, and other western countries have 
accelerated the research of offshore wind speed. Chen et al. introduce the general situation of the early 
development of offshore wind in these countries, describe the main characteristics and trends in the 
development of offshore wind, enumerate the German electric field and the ocean buoyancy postures in 
typical cases such as wind turbine experiment[12]. Luo et al. review the offshore wind power grid general 
topology structure, offshore wind reliability evaluation methods and indexes, models of offshore wind 
power, collection systems in offshore wind farms, the reliability evaluation method of offshore wind power 
is proposed, the failure probability of different components in the offshore wind power grid and fault repair 
time for each component[13]. On this basis, the operational reliability improvement technology of offshore 
wind power is discussed from the aspects of the system and components. Ge et al. introduce key 
technologies of intelligent operation control and maintenance of offshore wind farms[14], including offshore 
wind power prediction technology, offshore wind power operation control technology, offshore wind power 
equipment maintenance and management technology, and the comprehensive utilization of offshore wind 
power and sea area. In addition, the differences between offshore wind power and onshore wind power are 
analyzed according to the factors of offshore weather environment, resource characteristics, geographical 
location, equipment operation, and so on. Based on this, the challenges and possible solutions in the above 
technology fields are summarized, and the research status and achievements of these technologies are 
analyzed and summarized. Li et al. present a flexible high-voltage large-capacity DC transformer 
topology[15], explored based on the active bridge arm and thyristor valve group, the diode valve combination 
way of the new converter. This combines the thyristor valve, diode group, and low conduction loss, high 
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power density, advantages of the series configuration, special characteristics of the voltage of the active 
bridge arm, and highly controllable current waveforms. Thus, with high-efficiency flexible commutation, 
highly controllable power conversion, and the input and output DC current smooth, there is no need to 
install a filter. Compared with the existing flexible DC power transmission modular multilevel converter 
offshore platform, the technical economy of the proposed DC transformer topology is illustrated.

Offshore wind power is the focus of renewable energy development in China at present and in the next few 
decades. However, compared with onshore wind power, offshore wind power faces challenges such as high 
life-cycle electricity cost and the large impact of large-scale grid connection, and digitalization and 
intelligence are the key to solving the above problems. The full DC offshore wind farm proposed by Li et al. 
is a cutting-edge technology supporting the large-scale and far-reaching development of offshore wind 
power[15], which is expected to improve the gathering and sending efficiency of wind power and reduce the 
volume of offshore platforms. The 100 kV/100 MW DC transformer is a technical bottleneck for the full DC 
offshore wind farm to be broken urgently. Research on key technologies of intelligent operation control and 
maintenance of offshore wind farms can provide support and reference for reducing cost and increasing 
efficiency of offshore wind power and large-scale safe and economic grid connection.

2.2. Floating photovoltaic power generation platform
In recent years, photovoltaic power generation technology has developed significantly. Considering issues 
such as land costs, transmission costs, and water competition between power generation and agricultural 
production, there is an increasing number of studies on floating PV. The offshore environment can make 
full use of sunlight and is an ideal location for building photovoltaic power plants. Using floating technology 
to install a solar photovoltaic system on the water is a new idea. A floating photovoltaic power station 
adopts photovoltaic power station technology and floating technology, which has great development 
potential.

Agrawal et al. evaluated the technical potential of floating solar photovoltaic power generation through 
simulation, and discussed the development of floating solar photovoltaic technology from the aspects of 
future photovoltaic potential, water saving and land-saving potential, and took Rajghat dam in southern 
Uttar Pradesh, India as an example to estimate its annual power generation and reduced water 
evaporation[16]. Trapani and Redón Santafé reviewed various floating PV projects realized between 2007 and 
2013 and envisaged future projects installed on the ocean using a composite laminated film material, which 
will make the structure flexible and be able to adapt to the waves in the ocean and inundation of the 
submersible array in adverse weather conditions[17]. Oliveira-Pinto and Stokkermans noted that the 
experience from inland floating solar energy projects can be used to expand and migrate from inshore to 
offshore conditions, explore floating methods in the marine environment, and investigate photovoltaic 
technology and solar power for floating in marine conditions[18]. That paper also discussed the currently 
available technologies, challenges and risks of the design and construction of the projects in the marine 
environment. Floating in the sea is more flexible than a conventional rigid glass module, and thus Sahu et al. 
introduced several key elements and put forward a hexagon photovoltaic array, which enables the whole 
system to follow the movements of the waves, thus minimizing the waves caused damages[19]. At the same 
time, the effect of these parts and all kinds of design schemes are further described[19].

2.3. Photovoltaic power supply platform with energy storage
Wind speed is affected by weather, geography, and other factors, while its size and wind direction will 
change regularly, and photovoltaic output is also closely related to weather changes. The change in light 
intensity and temperature will affect the size of output, resulting in great randomness, volatility, and 
intermittence of wind power and photovoltaic output. Scenery installed capacity of the entire network 
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capacity is small, and scenery output fluctuations do not cause a negative influence on the power grid. 
However, as the scene is increasingly connected to the electricity grid capacity, the influence of randomness, 
volatility, and intermittent scenery output characteristics on the safety and stability of power system 
operation is more and more significant, greatly reducing the power quality. It considerably affects the grid 
connection of wind power generation and the frequency modulation and peak regulation of the power grid. 
The development of energy storage technology makes it possible to solve the output fluctuation of wind 
power generation.

Ning et al. introduced the basic principle of energy storage to smooth the output fluctuation of wind-power 
generation[20], expounded the research status of energy storage system control methods when wind-power 
generation fluctuation is smooth, and summarized the similarities and differences of various existing 
methods. Zhao and Cui introduced the photovoltaic system capacity ratio analysis optimization calculation 
using the leveling of the KWH cost concepts. The optimal energy storage system configuration and the 
project yield of this method were verified when compared with the optical storage system under different 
storage configurations and the existing load power and PV systems under the optimization calculation[21]. 
Gao et al. established eight kinds of wind-wind-load composite Copula models by combining the actual 
offshore wind farm power, photovoltaic power plant power and grid load, and proposed a hybrid time-
varying Copula model based on rattan structure, which can more accurately describe the high-dimensional 
wind-wind-load dependence structure[22]. Sun et al. established the coordination relationship model between 
photovoltaic and energy storage systems[23], carried out the coordination optimization of energy storage 
devices under different output conditions of renewable energy, and proposed the voltage stability control 
method of regional power grid based on the coordination of distributed photovoltaic and energy storage. 
Recent studies in[24,25] proposed a method for different photovoltaic units and hybrid energy storage units to 
cooperatively suppress the bus voltage fluctuation and keep the load side voltage stable.

Although the floating power supply platform is predicted to have great development prospects, various 
limitations prevent the technology from being used commercially on a large scale. The near harbor is a 
complex environment that requires a consideration of the external environment such as geographical 
factors, climatic environment, solar emissivity, and so on, and requires the components to be able to 
withstand saltwater, strong ocean currents, waves, and wind. The current low maturity of the industry leads 
to a lack of direct reference standards for design in port environments. However, the industry can look to 
more established industries such as offshore oil and gas, or offshore renewable energy (MRE) such as 
offshore wind.

3. TOPOLOGICAL STRUCTURE DESIGN OF MICROGRID SYSTEM NEAR PORT
In the past decade, maritime transport has been responsible for nearly 90% of the world’s overseas trade and 
logistics, accounting for 3% to 5% of total greenhouse gas emissions. This could rise to 18% by 2050, 
according to research by the International Maritime Organization (IMO). There is an urgent need for a 
more efficient maritime transport system, improving the efficiency of all the subsidiary energy subsystems. 
Today, seaport microgrids are seen as a viable way to improve overall system flexibility as well as mitigate 
growing environmental concerns. However, with the trend of electrification, the connection between port 
and ship is no longer limited to logistics but extended to power, which makes future maritime transport 
management a complex transport-power multi-microgrid coordination problem. Seaport microgrid is a 
representative and promising technology for shaping future green maritime transportation.
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3.1. Harbor AC microgrid 
The offshore wind power is connected to the onshore power grid. When charging, the ship is connected to 
shore power through AC/DC converter, and all the energy is transmitted to the ship through AC 
connection. The AC/DC converter, which charges the battery, is placed on the boat in a similar way to an 
on-board electric car charger. For small battery-powered fishing and recreational boats, shore-charging with 
a standard three-phase 400 V AC plug is the most common solution, which is also common in industrial 
environments. However, dedicated infrastructure should be built for passenger or car ferries that need more 
electricity to recharge the batteries on board. The power rating required for port infrastructure may vary 
depending on the number of ships calling at the port and the capacity of the batteries on board.

Karimi et al. described a charging system based on AC shore power[26]. Figure 1A shows a DC marine 
propulsion system based on AC shore power. In addition to the grid interface, there is a fixed battery 
storage system, which is usually slowly charged from the grid. Charging at night or off-peak hours not only 
reduces the strain on the local grid but also takes advantage of cheaper electricity. Transformer T12 is a 
50 Hz transformer that reduces the grid voltage to the shore bus voltage and isolates the shore bus from the 
grid. The converter C15 acts as a charger and is responsible for rectifying the energy received from the 
shore. The C12 converter is directly connected to the onboard battery B11 to control the transfer of power 
during charge and discharge. Similarly, the converter C17 controls the energy of the onshore battery B12. In 
addition, the converter C16 acts as a rectifier when the onshore battery is charged and an inverter when the 
shipboard battery is charged. To reduce costs, some onboard propulsion systems have battery packs 
connected directly to the main bus, eliminating the need for a DC/DC converter. At this point, C15 controls 
the charging power. However, for multi-bus propulsion systems, each bus should have a dedicated charging 
converter, such as the C15, which controls the charging power balance of each onboard battery pack. 
Figure 1B shows the AC ship propulsion system based on AC shore power. The shore charging system is the 
same as that in (a), but it is connected to the AC propulsion system. An AC charging solution for an AC 
propulsion system requires synchronizing the voltage, phase, and frequency of the onboard power system to 
the onshore grid prior to connection. To avoid the synchronization process and to shorten the time, a 
dedicated active or passive rectifier, C27, can be used instead of a converter, C21. For the system in 
Figure 1B, a shipboard transformer can be added to provide current isolation or to adjust the voltage 
between the AC grid and the shore bus, but adding on-board transformers would result in higher costs and 
lower energy efficiency.

3.2. Harbor DC microgrid 
At present, the mainstream ships use low-voltage AC power supply, and its shore power system also uses 
low-voltage AC systems. However, with the continuous enhancement of the functions of various types of 
ships and the increase of electrical equipment, medium pressure ships will become the main trend of ships 
in the future. The ship integrated power system represents the future development direction of the ship 
power system, and its power transmission and distribution subsystem adopts the medium voltage DC 
distribution network.

Compared to AC microgrids, DC grids have greater reliability and efficiency, simpler controls, and natural 
interfaces with renewable energy sources, as well as electronic load and energy storage systems. 
Dragicevic et al. studied typical power supply hardware topologies and their applicability to different 
emerging smart grid applications, and outlined the current state of development of DC MG protection and 
grounding technologies, but did not solve the problem of arc not being naturally extinguished due to DC 
current breakdown[27].
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Figure 1. Marine propulsion system based on AC shore power.

Figure 2A depicts a DC marine propulsion system based on DC shore power. By comparing the power 
converters in Figures 1A and 2A, it is clear that the shipborne converter C15 has been replaced by the land-
based C35. In this scheme, the charger converter (C32) can be removed, and the shipboard battery pack can 
be connected directly to the DC main bus. Onshore DC/DC converters can be installed at plugs to control 
charging power and reduce ship weight. Figure 2B depicts an AC marine propulsion system based on DC 
shore power. The ship bus is connected to the input end of the converter C42, so the charging path is the 
same as in Figure 2A

3.3. Harbor AC/DC hybrid microgrid
Hybrid AC-DC microgrids are a promising alternative to existing distribution systems to achieve near/net 
zero energy building goals. However, hybrid microgrid has increasingly high requirements for compact 
structure, seamless integration of distributed generators and load, and flexibility of control, which cannot be 
fully met by traditional grid architecture. Yu et al. proposed an integrated, reconfigurable AC-DC hybrid 
microgrid architecture and its layered control strategy with flexible control[28]. Yu et al. proposed a scalable 
and reconfigurable cluster architecture for hybrid microgrids and the corresponding decentralized control 
method[29].

Due to the gradual popularization of medium voltage direct current (MVDC) ships, namely the 
diversification of new energy sources in the port area, the future port is actually an AC/DC hybrid power 
system, as shown in Figure 3. Table 1 compares the advantages and disadvantages of the three microgrids.

4. CAPACITY PLANNING OF MICROGRID SYSTEM NEAR PORT
How to plan the capacity of photovoltaic and energy storage will directly affect the cost and benefit of grid-
connected optical storage microgrid. Effectively solving this problem can greatly impact the promotion of 
new energy microgrids. However, capacity planning research based on limited historical data faces two 
major difficulties: firstly, photovoltaic power generation is uncertain, and it is difficult to accurately estimate 
its corresponding probability distribution; secondly, the photovoltaic power generation has high 
dimensionality, that is, the photovoltaic power generation situation of each day and time period in a longer 
dispatch period should be considered. Therefore, Xu et al. put forward the research idea of dimensionality 
reduction based on scene clustering analysis and then proposed an optimization method to deal with the 
uncertainty of photovoltaic power generation[30]. Wang et al. proposed a flexible DC grid capacity planning 
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Table 1. Comparison of microgrid structure

DC AC AC/DC

Advantage Simple renewable energy grid, high 
reliability and efficiency, simple 
control

Long-distance transmission and voltage conversion are 
convenient, power generation equipment is simple, and 
arc is easy to extinguish

Suitable for a variety of 
renewable energy generation

Disadvantage The development of DC microgrid 
protection and grounding technology 
is limited

Complex to control and use The cost is high, the structure 
is complex, and the control is 
difficult

Figure 2. Marine propulsion system based on DC shore power.

method for large-scale new energy access[31], and proposed a joint optimization model that comprehensively 
considered the output characteristics of energy storage power sources, DC grid transmission capacity, and 
new energy generation constraints. Ju et al. proposed a two-tier robust wind and firewood storage capacity 
planning model by comprehensively considering the cost parameters[32], wind energy resource uncertainty, 
and standby demand in the planning process of independent microgrids. Aiming to solve the typical day 
selection problem of microgrid capacity planning, Zhong et al. and Guo et al. constructed a comprehensive 
evaluation index system for typical day selection and proposed a two-stage planning capacity allocation 
method[33,34].

The first result of the OptimaGRID project determines the scale of renewable resources based on the 
availability and local needs of renewable energy resources[35]. The design is suitable for a microgrid in the 
Tanos area of Bayonne Port, which contains a 150 KW photovoltaic array and two 50 KW wind turbines. 
The 800 KWh REDOX battery has a maximum power of 126.6 kW and an annual energy of 96 MWh. 
Finally, HOMER and EUROSTAG software are used to determine whether the amount of the microgrid 
power supply meets the demand of the port and test its dynamic operation. But the system cannot meet the 
requirements of cold ironing. In order to ensure the continuity of service, Parise et al. compare the structure 
of microgrid and the layout of power generation system[36], so as to ensure the power supply of critical loads 
in emergency situations in terms of energy management. The power grid includes photovoltaic and wind 
power generation equipment, with an annual energy of 150-200 MWh and a maximum power of 140 MW. 
Gennitsaris and Kanellos proposed a multi-agent real-time demand side management system[37] (including 
reefer containers, berth ships, wind turbines, etc.) applicable to cold ironing of freezers in commercial ports 
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Figure 3. AC/DC hybrid microgrid topology.

and ships, and designed the required communication lines. The system has a maximum power of 30 MW 
and the required communication lines are designed to minimize operating costs, pollutant emissions and 
wind power fluctuations. Gutierrez-Romero et al. design port power grids that meet the requirements of 
onshore power supply and RES scale based on the needs of different types of ships[38]. Considering the 
available area of PV, its output power can reach 9.7 MW, onshore wind turbine 36.3 MW and offshore wind 
turbine 16 MW, with a daily output of 314 MWh and a maximum power of 13.1 MW. Cold ironing of ships 
via land power and the use of the RES system can reduce carbon dioxide emissions from moored auxiliary 
generators by 10,000 tons per year. These three systems include a cold ironing system but no energy storage 
system. The microgrid referred to Kotrikla et al. contains a 5 MW PV system and a 6 MW wind turbine 
with a daily output of 22 MW hours and a maximum power of 900 kW[39]. While the system also has no 
energy storage, it connects the surplus of renewable generation to the onshore grid to power other loads. 
Renewable energy provides the energy needed for cold ironing through the main grid at low power without 
storage. Ahamad et al. introduce the optimal design of microgrid, give the size and energy planning of 
microgrid, and evaluate the performance of microgrid for load power supply[40]. The integrated system 
consists of a 200 KW PV, a 4.95 MW wind generator and a 465 MWh grid-connected battery, with a daily 
output of 39 MWh and a maximum power of 5.2 MW. The optimization results and sensitivity were 
analyzed by using the HOMER software. Wang et al. propose a two-stage optimization framework to solve 
the optimal design problem of a seaport hybrid renewable energy system[41]. Kumar et al. propose a 
microgrid suitable for electric ferry charging and cold ironing, which includes a 33 MW photovoltaic power 
generation device, a 30 MW wind turbine, and a 35 MWh lithium-ion battery[42]. However, the system is 
limited due to line congestion, battery power and capacity.
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5. INTELLIGENT CONTROL METHOD AND ENERGY MANAGEMENT STRATEGY OF NEAR 
PORT MICROGRID SYSTEM
Because the port scale expands unceasingly, the traditional port will bring more energy consumption and 
harmful gas emissions, noise, such as environmental pollution. Marine exhaust has become one of the 
major air pollution sources in China’s port cities. Construction of green ports and improving port energy 
using clean purification rate are around the corner. It is necessary to adjust measures to local conditions for 
the development of distributed photovoltaic (PV) in the harbor and distributed wind. Exploring effective 
energy management strategies is one of the key aspects when constructing a port microgrid in the future.

5.1. Distributed control method
A harbor microgrid is designed to manage all energy-related issues within a harbor area. However, so far, 
research on this topic has been limited. Ahamad et al. modeled the harbor microgrid and simulated the 
steady-state and transient behaviors of the harbor microgrid when it provides shore power supply to 
berthing ships[40]. As the ship enters and leaves the port continuously, there will always be an insertion 
operation, which may bring a large pulse to the power grid. From this perspective, seaport controls are 
similar to electric car charging stations. However, since the port microgrid is usually composed of many 
subsystems, most of which operate independently, the traditional centralized control framework may lead to 
inefficiency. Distributed control architecture has great advantages in realizing real-time coordination and is 
not restricted by the above problems. Distributed scheme distributes computing and communication 
burden to distributed controller and has stronger robustness to communication failure. At present, 
distributed framework has been widely used in distributed control and automation of land-based power 
systems. Because of this huge advantage, the distributed control method is also suitable for the control of 
harbor microgrids. It has good flexibility for network reconfiguration, and its voltage/frequency adjustment 
facilitates plug and play of the ship in cold ironing mode.

Zhong et al. analyzed the problems caused by voltage overlimit and network loss increase caused by large-
scale distributed new energy generation access to the safe and stable operation of the distribution network 
and proposed a data-driven distributed voltage control method for high-proportion new energy generation 
cluster[43]. Li et al. and Deng et al. studied the impact of large-scale new energy access on the distribution 
network and proposed different methods[44,45]. Ma et al. and Liu et al. put forward a new distributed control 
method for the current and voltage sharing problem of a DC microgrid[46,47]. Yang et al. and He et al. applied 
distributed control technology to port lighting control[48,49], which improved the intelligent management 
level of port lighting control and reduced the energy consumption of port lighting facilities.

5.2. Energy management for demand response at multiple time scales
Renewable energy generation and load demand change in real time, and thus considering multi-time scale 
energy management has gradually become the mainstream[50]. Roy et al. list the main components of port 
microgrid, and then review the research on the scale and energy management of port microgrid[51].

For the study of energy management at a long time scale, Chen et al. adopt stochastic energy network 
theory to deal with the power balance problem to optimize the capacity of islanded microgrid for the 
uncertainty of source and charge[52]. Hu et al. propose a two-stage day-ahead energy management strategy 
including centralized control and distributed control[53]. Li et al. consider day-ahead load forecasting and 
renewable energy forecasting and set the interval as 1 h to propose a distribution optimization strategy[50]. 
Huang et al. propose a scheduling framework based on the two-level model, which adopts the advanced 
real-time two-stage stochastic optimization method combined with the TOF price mechanism to fully 
coordinate the energy management decisions of various market stakeholders[54].
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For energy management research on a short time scale, in order to improve the system operation reliability 
and reduce network losses, the drooping slop-reactive power joint optimization is carried out based on the 
day-ahead scheduling results[55]. Xiao et al. establish an intra-day rolling optimal scheduling model based on 
the model predictive control method to ensure that the microgrid has a certain adjustable capacity while 
consuming renewable energy[56]. For studies on shorter time scales. Gong et al. divide microgrid energy 
management into five-time scales: 1 day ahead, 30 min to 1 h within the day, 5 to 15 min, 1 min and real-
time scheduling, which make the scheduling plan more accurate and reduce the pressure of real-time 
adjustment[57].

In the study of real-time energy management, Bao et al. comprehensively consider different generation side 
resources to establish a real-time scheduling model and improve the prediction accuracy of wind power[58]. 
Ma et al. develop a real-time and cost-effective residential load scheduling framework[59], whose cost-
effectiveness can vary with different consumption patterns and is very sensitive to load behavior. Arun et al. 
propose a heuristic algorithm for real-time load scheduling, which aims to reduce the electricity bill while 
keeping the total consumption under the maximum demand limit[60]. Ye et al. solve the real-time demand-
side management problem of microgrids equipped with renewable energy and storage systems, and show 
that game-theoretic energy scheduling supported by communication networks can smooth the peak-to-
average ratio (PAR) of power consumption[61].

In the selection of multiple time scales, the selection of a long time scale is generally 1 day, and the selection 
of a short time scale is different. A dense time scale will increase the solution time of the scheduling plan, 
while a sparse time scale will increase the pressure of real-time adjustment. Therefore, it is necessary to 
select an appropriate time scale for energy management research of microgrids. Table 2 lists the advantages 
and disadvantages of different time scale controls.

6. SOME COMMERCIALLY OPERATIONAL CASES IN THE WORLD
Jurong Port was built in 1963 and has served Singapore as its main port of entry for more than 50 years. 
Sunseap Leasing, a unit of Singapore’s leading solar system developer Sunseap Group, has partnered with 
the port to develop the 76,000-square-metre system, which sits atop the Jurong Harbor Warehouse. With a 
solar power system of 9.5 MWP, the port generates more than 12 million kWh of electricity per year, which 
is expected to provide 60% of the port’s total electricity demand and reduce carbon dioxide emissions by up 
to 5200 tons per year. The port will further integrate 5 MWp’s photovoltaic modules and eventually become 
the world’s first zero-carbon footprint port. Due to the intermittency of PV integration, 10,000 to 15,000 
MWh of PV energy per year will remain untapped until 2018. Therefore, Jurong Port urgently needs 
microgrid technology to facilitate the integration of renewable energy[62].

The port of Hamburg and the city of Hamburg have invested in renewable energy since the German city of 
Hamburg pioneered wind energy in the early 1990s. Wind energy has been central to Hamburg’s renewable 
energy strategy, with the port area accounting for half of wind energy production and the city also 
participating in the development of offshore wind farms. Large turbines are being tested off the coast at 
Cuxhaven and Brunsbuttel, and the scheme is playing a major role in boosting renewable energy in the 
ports to facilitate the development of solar facilities on the docks and warehouse roofs. Two units are 
already in service. Hamburg’s port also uses solar thermal energy. The HPA office’s hot water is generated 
by a solar thermal unit on the roof, saving 56,000 kW/h of electricity per year.

The Netherlands Energy Research Centre, the Netherlands Institute for Applied Scientific Research, the 
Netherlands Institute of Oceanography, the ABU Dhabi National Energy Company, and the Ocean Energy 
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Table 2. Compare multiple time scale management

Length of time Advantage Disadvantage

Long time 
scale

One day or more than 
24 h

Take into account more aspects, and reduce the pressure of real-
time adjustment

Limited time domain selection

Short time 
scale

Not sure (hours, minutes) Smaller error, more accurate Not in time

real-time Within a minute, a few 
seconds

The response is faster and timelier The control is complex and error-
prone

Table 3. The case of current operation

Country Harbor Load RES

Denmark Copenhagen[40] E = 38 MWh/day 
Pmax = 5.2 MW

PV (200 KW) 
WT (4.95 MW)

Greece Mytilene[39] E = 22 MWh/day 
Pmax = 900 kW

PV (5 MW) 
WT (6 MW)

USA Long Beach[36] E = 150-200 MWh/day 
Pmax = 140 MW

PV, WT

Spain Cartagena[38] E = 314 MWh/day 
Pmax = 13.1 MW

PV (until 9.7 MW) 
WT (onshore: 36.3 MW; Offshore: 16 MW)

Singapore Jurong port E = 200 MWh/day PV, WT

Company affiliated with the Delft University of Technology, the Netherlands, jointly developed, constructed 
and operated the world’s first offshore floating photovoltaic power station (Bellini,8.5 kW modular PV 
system). It has been in operation since November 2019 and has successfully withstood multiple storms. The 
pilot program aims to expand to 50 KWp in the short term and will be tested for a year[63]. Table 3 shows 
some existing examples of WT and PV generation at some ports.

7. CONCLUSIONS
The development of floating technology and renewable energy generation technology has solved the 
problem of port energy shortage. However, the floating technology is greatly affected by wind and waves, 
and the floating power generation platform only stays near the port. Port load capacity is large, and energy 
management is complex. Flotsam and energy management strategies suitable for ports are being explored. 
Future renewable energy generation at ports will involve deep sea areas, and thus the use of offshore wind 
power and energy management will need to be more coordinated. This paper reviews the current utilization 
of renewable energy and intelligent control strategies of smart seaports. In the future, efficient control 
strategies of smart seaports will be used to improve energy conversion efficiency and build clean ports.
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1. Submission Overview
Before you decide to publish with Complex Engineering Systems (CES), please read the following items carefully and make 
sure that you are well aware of Editorial Policies and the following requirements.

1.1 Topic Suitability
The topic of the manuscript must fit the scope of the journal. Please refer to Aims and Scope for more information.

1.2 Open Access and Copyright
The journal adopts Gold Open Access publishing model and distributes content under the Creative Commons Attribution 
4.0 International License. Copyright is retained by authors. Please make sure that you are well aware of these policies.

1.3 Publication Fees
CES is an open access journal. When a paper is accepted for publication, authors are required to pay Article Processing 
Charges (APCs) to cover its editorial and production costs. The APC for each submission is $600. There are no additional 
charges based on color, length, figures, or other elements. For more details, please refer to OAE Publication Fees.

1.4 Language Editing
All submissions are required to be presented clearly and cohesively in good English. Authors whose first language is not 
English are advised to have their manuscripts checked or edited by a native English speaker before submission to ensure 
the high quality of expression. A well-organized manuscript in good English would make the peer review even the whole 
editorial handling more smoothly and efficiently.

If needed, authors are recommended to consider the language editing services provided by Charlesworth to ensure that 
the manuscript is written in correct scientific English before submission. Authors who publish with OAE journals enjoy a 
special discount for the services of Charlesworth via the following two ways.
Submit your manuscripts directly at http://www.charlesworthauthorservices.com/~OAE;
Open the link http://www.charlesworthauthorservices.com/, and enter Promotion Code “OAE” when you

1.5 Work Funded by the National Institutes of Health
If an accepted manuscript was funded by National Institutes of Health (NIH), the author may inform editors of the NIH 
funding number. The editors are able to deposit the paper to the NIH Manuscript Submission System on behalf of the author.

2. Submission Preparation
2.1 Cover Letter
A cover letter is required to be submitted accompanying each manuscript. Here is a guideline of a cover letter for authors’ 
consideration:
  List the highlights of the current manuscript and no more than 5 short sentences;
 All authors have read the final manuscript, have approved the submission to the journal, and have accepted full 
responsibilities  pertaining to the manuscript’s delivery and contents;
  Clearly state that the manuscript is an original work on its own merit, that it has not been previously published in whole 
or in part, and that it is not being considered for publication elsewhere;
  No materials are reproduced from another source (if there is material in your manuscript that has been reproduced from 
another source, please state whether you have obtained permission from the copyright holder to use them);
  Conflicts of interest statement;
  If the manuscript is contributed to a Special Issue, please also mention it in the cover letter;
  If the manuscript was presented partly or entirely in a conference, the author should clearly state the background information 
of the event, including the conference name, time, and place in the cover letter.

2.2 Types of Manuscripts
There is no restriction on the length of manuscripts, number of figures, tables and references, provided that the manuscript 
is concise and comprehensive. The journal publishes Research Article, Review, Technical Note, etc. For more details about 
paper type, please refer to the following table.
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Manuscript 
Type Definition Word Limit Abstract Keywords Main Text 

Structure
Research 
Article

A Research Article is a seminal 
and insightful research study 
and showcases that often 
involves modern techniques or 
methodologies. Authors should 
justify that their work is of novel 
findings

8000 max The abstract 
should state briefly 
the purpose of 
the research, the 
principal results and 
major conclusions. 
No more than 250 
words

3-8 
keywords

The main content 
should include 
four sections: 
Introduction, 
Methods, Results 
and Discussion

Review A Review should be an 
authoritative, well balanced, and 
critical survey of recent progress 
in an attractive or a fundamental 
research field

10000 max Unstructured 
abstract. No more 
than 250 words

3-8 
keywords

The main text 
may consist of 
several sections 
with unfixed 
section titles. We 
suggest that the 
author include an 
"Introduction" 
section at the 
beginning, several 
sections with 
unfixed titles in the 
middle part, and 
a "Conclusions" 
section at the end

Technical 
Note

A Technical Note is a short 
article giving a brief description 
of a specific development, 
technique, or procedure, or it 
may describe a modification of 
an existing technique, procedure 
or device applied in research

3500 max Unstructured 
abstract. No more 
than 250 words

3-8 
keywords

/

Editorial An Editorial is a short article 
describing news about the journal 
or opinions of senior Editors or 
the publisher

1000 max None required None 
required

/

Commentary A Commentary is to provide 
comments on a newly published 
article or an alternative viewpoint 
on a certain topic

2500 max Unstructured 
abstract. No more 
than 250 words

3-8 
keywords

/

Perspective A Perspective provides personal 
points of view on the state-
of-the-art of a specific area 
of knowledge and its future 
prospects

2000 max Unstructured 
abstract. No more 
than 250 words

3-8 
keywords

/

2.3 Manuscript Structure
2.3.1 Front Matter
2.3.1.1 Title
The title of the manuscript should be concise, specific and relevant, with no more than 16 words if possible.

2.3.1.2 Authors and Affiliations
Authors’ full names should be listed. The initials of middle names can be provided. The affiliations and email addresses for 
all authors should be listed. At least one author should be designated as the corresponding author. In addition, corresponding 
authors are suggested to provide their Open Researcher and Contributor ID upon submission. Please note that any change 
to authorship is not allowed after manuscript acceptance. The authors’ affiliations should be provided in this format: 
department, institution, city, postcode, country.
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2.3.1.3 Abstract
The abstract should be a single paragraph with word limitation and specific structure requirements (for more details please 
refer to Types of Manuscripts). It usually describes the main objective(s) of the study, explains how the study was done, 
including any model organisms used, without methodological detail, and summarizes the most important results and their 
significance. The abstract must be an objective representation of the study: it is not allowed to contain results that are not 
presented and substantiated in the manuscript, or exaggerate the main conclusions. Citations should not be included in the 
abstract.

2.3.1.4 Graphical Abstract
The graphical abstract is essential as this can catch first view of your publication by readers. We recommend you submit an 
eye-catching figure. It should summarize the content of the article in a concise graphical form. It is recommended to use it 
because this can make online articles get more attention.

The graphical abstract should be submitted as a separate document in the online submission system. Please provide an 
image with a minimum of 531 × 1,328 pixels (h × w) or proportionally more. The image should be readable at a size of 5 cm 
× 13 cm using a regular screen resolution of 96 dpi. Preferred file types: TIFF, PSD, AI, JPEG, and EPS files.

2.3.1.5 Keywords
Three to eight keywords should be provided, which are specific to the article, yet reasonably common within the subject 
discipline.

Sections 2.3.1.1 and 2.3.1.2 should appear in all manuscript types.

2.3.2 Main Text
Manuscripts of different types are structured with different sections of content. Please refer to Types of Manuscripts to 
make sure which sections should be included in the manuscripts.

2.3.2.1 Introduction
The introduction should contain background that puts the manuscript into context, allow readers to understand why the 
study is important, include a brief review of key literature, and conclude with a brief statement of the overall aim of the 
work and a comment about whether that aim was achieved. Relevant controversies or disagreements in the field should be 
introduced as well.

2.3.2.2 Methods
The methods should contain sufficient details to allow others to fully replicate the study. New methods and protocols should 
be described in detail while well-established methods can be briefly described or appropriately cited. Statistical terms, 
abbreviations, and all symbols used should be defined clearly. Protocol documents for clinical trials, observational studies, 
and other non-laboratory investigations may be uploaded as supplementary materials.

2.3.2.3 Results
This section contains the findings of the study. Results of statistical analysis should also be included either as text or as 
tables or figures if appropriate. Authors should emphasize and summarize only the most important observations. Data on 
all primary and secondary outcomes identified in the section Methods should also be provided. Extra or supplementary 
materials and technical details can be placed in supplementary documents.

2.3.2.4 Discussion
This section should discuss the implications of the findings in context of existing research and highlight limitations of the 
study. Future research directions may also be mentioned.

2.3.2.5 Conclusion
It should state clearly the main conclusions and include the explanation of their relevance or importance to the field.

2.3.3 Back Matter
The following sections should appear in all manuscript types.

2.3.3.1 Acknowledgments
Anyone who contributed towards the article but does not meet the criteria for authorship, including those who provided 
professional writing services or materials, should be acknowledged. Authors should obtain permission to acknowledge 
from all those mentioned in the Acknowledgments section. This section is not added if the author does not have anyone to 
acknowledge.
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2.3.3.2 Authors’ Contributions
Each author is expected to have made substantial contributions to the conception or design of the work, or the acquisition, 
analysis, or interpretation of data, or the creation of new software used in the work, or have drafted the work or substantively 
revised it.

Please use Surname and Initial of Forename to refer to an author’s contribution. For example: made substantial contributions 
to conception and design of the study and performed data analysis and interpretation: Salas H, Castaneda WV; performed 
data acquisition, as well as providing administrative, technical, and material support: Castillo N, Young V.

If an article is single-authored, please include “The author contributed solely to the article.” in this section.

2.3.3.3 Availability of Data and Materials
In order to maintain the integrity, transparency and reproducibility of research records, authors should include this section 
in their manuscripts, detailing where the data supporting their findings can be found. Data can be deposited into data 
repositories or published as supplementary information in the journal. Authors who cannot share their data should state 
that the data will not be shared and explain it. If a manuscript does not involve such issues, please state “Not applicable.” 
in this section.

2.3.3.4 Financial Support and Sponsorship
All sources of funding for the study reported should be declared. The role of the funding body in the experiment design, 
collection, analysis and interpretation of data, and writing of the manuscript should be declared. Any relevant grant numbers 
and the link of funder’s website should be provided if any. If the study is not involved with this issue, state “None.” in this 
section.

2.3.3.5 Conflicts of Interest
Authors must declare any potential conflicts of interest that may be perceived as inappropriately influencing the 
representation or interpretation of reported research results. If there are no conflicts of interest, please state “All authors 
declared that there are no conflicts of interest.” in this section. Some authors may be bound by confidentiality agreements. 
In such cases, in place of itemized disclosures, we will require authors to state “All authors declared that they are bound 
by confidentiality agreements that prevent them from disclosing their conflicts of interest in this work.”. If authors are 
unsure whether conflicts of interest exist, please refer to the “Conflicts of Interest” of Complex Engineering Systems (CES) 
Editorial Policies for a full explanation.

2.3.3.6 Ethical Approval and Consent to Participate
Research involving human subjects, human material or human data must be performed in accordance with the Declaration 
of Helsinki and approved by an appropriate ethics committee. An informed consent to participate in the study should also 
be obtained from participants, or their parents or legal guardians for children under 16. A statement detailing the name of 
the ethics committee (including the reference number where appropriate) and the informed consent obtained must appear 
in the manuscripts reporting such research.

Studies involving animals and cell lines must include a statement on ethical approval. More information is available at 
Editorial Policies.

If the manuscript does not involve such issues, please state “Not applicable.” in this section.

2.3.3.7 Consent for Publication
Manuscripts containing individual details, images or videos, must obtain consent for publication from that person, or in 
the case of children, their parents or legal guardians. If the person has died, consent for publication must be obtained from 
the next of kin of the participant. Manuscripts must include a statement that written informed consent for publication was 
obtained. Authors do not have to submit such content accompanying the manuscript. However, these documents must be 
available if requested. If the manuscript does not involve this issue, state “Not applicable.” in this section.

2.3.3.8 Copyright
Authors retain copyright of their works through a Creative Commons Attribution 4.0 International License that clearly 
states how readers can copy, distribute, and use their attributed research, free of charge. A declaration “© The Author(s) 
2023.” will be added to each article. Authors are required to sign a License to Publish before formal publication.

2.3.3.9 References
References should be numbered in order of appearance at the end of manuscripts. In the text, reference numbers should be 
placed in square brackets and the corresponding references are cited thereafter. List all authors when the number of authors 
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is less than or equal to six, if there are more than six authors, only the first three authors’ names should be listed, other 
authors’ names should be omitted and replaced with “et al.”. The journal’s name should be required to be italicized and 
the journal references should have corresponding DOI numbers. Information from manuscripts accepted but not published 
should be cited in the text as “Unpublished material” with written permission from the source. Journal names should be 
abbreviated according to the List of Title Word Abbreviations.

References should be described as follows, depending on the types of works:
Types Examples
Journal articles by 
individual authors

Cao MS, Pan LX, Gao YF, et al. Neural network ensemble-based parameter sensitivity analysis in 
civil engineering systems. Neural Comput Applic 2017;28:1583-90. [DOI: 10.1007/s00521-015-2132-4]

Organization as author Diabetes Prevention Program Research Group. Hypertension, insulin, and proinsulin in 
participants with impaired glucose tolerance. Hypertension 2002;40:679-86. [DOI: 10.1161/01.
hyp.0000035706.28494.09]

Both personal authors and 
organization as author

Vallancien G, Emberton M, Harving N, van Moorselaar RJ; Alf-One Study Group. Sexual dysfunction 
in 1,274 European men suffering from lower urinary tract symptoms. J Urol 2003;169:2257-61. [DOI: 
10.1097/01.ju.0000067940.76090.73]

Journal articles not in 
English

Mao X, Ding YK. Sentiment feature analysis and harmonic sense evaluation of images. J Electronic 
2001;29:23-7. (in Chinese)

Journal articles ahead of 
print

Albasir A, Hu Q, Naik K, Naik N. Unsupervised detection of security threats in cyberphysical system 
and IoT devices based on power fingerprints and RBM autoencoders. J Surveill Secur Saf 2021; Epub 
ahead of print [DOI: 10.20517/jsss.2020.19]

Books Gaydon AG, Wolfhard HG. Flames. 2nd ed. London: Chapman and Hall Ltd.; 1960. pp. 10-20.
Book chapters Chothia T, Smirnov V. A traceability attack against e-passports. In: Sion R, Editor. Financial 

cryptography. Lecture notes in computer science. Springer; 2010. pp. 20-34..
Online resource Intel Technology Journal. Developing smart toys - from idea to product. Available from: https://www.

intel.com/content/dam/www/public/us/en/documents/research/2001-vol05-iss-4-intel-technology-
journal.pdf. [Last accessed on 20 Feb 2021]

Conference proceedings Harnden P, Joffe JK, Jones WG, Editors. Germ cell tumours V. Proceedings of the 5th Germ Cell 
Tumour Conference; 2001 Sep 13-15; Leeds, UK. New York: Springer; 2002..

Conference paper Christensen S, Oppacher F. An analysis of Koza's computational effort statistic for genetic 
programming. In: Foster JA, Lutton E, Miller J, Ryan C, Tettamanzi AG, Editors. Genetic 
programming. EuroGP 2002: Proceedings of the 5th European Conference on Genetic Programming; 
2002 Apr 3-5; Kinsdale, Ireland. Berlin: Springer; 2002. pp. 182-91.

Unpublished material Tian D, Araki H, Stahl E, Bergelson J, Kreitman M. Signature of balancing selection in Arabidopsis. 
Proc Natl Acad Sci U S A. Forthcoming 2002.

The journal also recommends that authors prepare references with a bibliography software package, such as EndNote to 
avoid typing mistakes and duplicated references.

2.3.3.10 Supplementary Materials
Additional data and information can be uploaded as Supplementary Materials to accompany the manuscripts. The 
supplementary materials will also be available to the referees as part of the peer-review process. Any file format is 
acceptable, such as data sheet (word, excel, csv, cdx, fasta, pdf or zip files), presentation (powerpoint, pdf or zip files), image 
(cdx, eps, jpeg, pdf, png or tiff), table (word, excel, csv or pdf), audio (mp3, wav or wma) or video (avi, divx, flv, mov, mp4, 
mpeg, mpg or wmv). All information should be clearly presented. Supplementary materials should be cited in the main text 
in numeric order (e.g., Supplementary Figure 1, Supplementary Figure 2, Supplementary Table 1, Supplementary Table 2, 
etc.). The style of supplementary figures or tables complies with the same requirements on figures or tables in main text. 
Videos and audios should be prepared in English, and limited to a size of 500 MB.

2.4 Manuscript Format
2.4.1 File Format
Manuscript files can be in DOC and DOCX formats and should not be locked or protected.

Manuscript prepared in LaTex must be collated into one ZIP folder (including all source files and images, so that the 
Editorial Office can recompile the submitted PDF).

When preparing manuscripts in different file formats, please use the corresponding Manuscript Templates.

2.4.2 Length
There are no restrictions on paper length, number of figures, or number of supporting documents. Authors are encouraged 
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to present and discuss their findings concisely.

2.4.3 Language
Manuscripts must be written in English.

2.4.4 Multimedia Files
The journal supports manuscripts with multimedia files. The requirements are listed as follows:

  Video or audio files are only acceptable in English. The presentation and introduction should be easy to understand. The 
frames should be clear, and the speech speed should be moderate;
  A brief overview of the video or audio files should be given in the manuscript text;
  The video or audio files should be limited to a size of up to 500 MB;
  Please use professional software to produce high-quality video files, to facilitate acceptance and publication along with 
the submitted article. Upload the videos in mp4, wmv, or rm format (preferably mp4) and audio files in mp3 or wav format.

2.4.5 Figures
Figures should be cited in numeric order (e.g., Figure 1, Figure 2) and placed after the paragraph where it is first cited;

Figures can be submitted in format of TIFF, PSD, AI, EPS or JPEG, with resolution of 300-600 dpi;

Figure caption is placed under the Figure;

Diagrams with describing words (including, flow chart, coordinate diagram, bar chart, line chart, and scatter diagram, etc.) 
should be editable in word, excel or powerpoint format. Non-English information should be avoided;

Labels, numbers, letters, arrows, and symbols in figure should be clear, of uniform size, and contrast with the background;

Symbols, arrows, numbers, or letters used to identify parts of the illustrations must be identified and explained in the 
legend;

Internal scale (magnification) should be explained and the staining method in photomicrographs should be identified;

All non-standard abbreviations should be explained in the legend;

Permission for use of copyrighted materials from other sources, including re-published, adapted, modified, or partial 
figures and images from the internet, must be obtained. It is authors’ responsibility to acquire the licenses, to follow any 
citation instruction requested by third-party rights holders, and cover any supplementary charges.

2.4.6 Tables
Tables should be cited in numeric order and placed after the paragraph where it is first cited;

The table caption should be placed above the table and labeled sequentially (e.g., Table 1, Table 2);

Tables should be provided in editable form like DOC or DOCX format (picture is not allowed);

Abbreviations and symbols used in table should be explained in footnote;

Explanatory matter should also be placed in footnotes;

Permission for use of copyrighted materials from other sources, including re-published, adapted, modified, or partial tables 
from the internet, must be obtained. It is authors’ responsibility to acquire the licenses, to follow any citation instruction 
requested by third-party rights holders, and cover any supplementary charges.

2.4.7 Abbreviations
Abbreviations should be defined upon first appearance in the abstract, main text, and in figure or table captions and used 
consistently thereafter. Non-standard abbreviations are not allowed unless they appear at least three times in the text. 
Commonly-used abbreviations, such as DNA, RNA, ATP, etc., can be used directly without definition. Abbreviations in 
titles and keywords should be avoided, except for the ones which are widely used.

2.4.8 Italics
General italic words like vs., et al., etc., in vivo, in vitro; t test, F test, U test; related coefficient as r, sample number as n, 
and probability as P; names of genes; names of bacteria and biology species in Latin.
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2.4.9 Units
SI Units should be used. Imperial, US customary and other units should be converted to SI units whenever possible. There 
is a space between the number and the unit (i.e., 23 mL). Hour, minute, second should be written as h, min, s.

2.4.10 Numbers
Numbers appearing at the beginning of sentences should be expressed in English. When there are two or more numbers 
in a paragraph, they should be expressed as Arabic numerals; when there is only one number in a paragraph, number < 10 
should be expressed in English and number > 10 should be expressed as Arabic numerals. 12345678 should be written as 
12,345,678.

2.4.11 Equations
Equations should be editable and not appear in a picture format. Authors are advised to use either the Microsoft Equation 
Editor or the MathType for display and inline equations.

  Display equations should be numbered consecutively, using Arabic numbers in parentheses;
  Inline equations should not be numbered, with the same/similar size font used for the main text.

2.4.12 Headings
In the main body of the paper, three different levels of headings may be used.

  Level one headings: they should be in bold, and numbered using Arabic numbers,  such as 1. INTRODUCTION, and 2. 
METHODS, with all letters capitalized;
  Level two headings: they should be in bold and numbered after the level one heading, such as 2.1 Statistical analyses, 
2.2 ..., 2.3..., etc., with the first letter capitalized;
   Level three headings: they should be italicized, and numbered after the level two heading, such as 2.1.1 Data distributions,and 
2.1.2 outliers and linear regression, with the first letter capitalized.

2.4.13 Text Layout
As the electronic submission will provide the basic material for typesetting, it is important to prepare papers in the general 
editorial style of the journal.

  The font is Times New Roman;
  The font size is 12pt;
  Single column, 1.5x line spacing;
  Insert one line break (one Return) before the heading and paragraph, if the heading and paragraph are adjacent, insert a 
line break before the heading only;
  No special indentation;
  Alignment is left end;
  Insert consecutive line numbers;
  For other details please refer to the Manuscript Templates.

2.5 Submission Link
Submit an article via https://oaemesas.com/login?JournalId=comengsys.

3. Research and Publication Ethics
3.1 Research Involving Human Subjects
All studies involving human subjects must be in accordance with the Helsinki Declaration and seek approval to conduct the 
study from an independent local, regional, or national review body (e.g., ethics committee, institutional review board, etc.). 
Such approval, including the names of the ethics committee, institutional review board, etc., must be listed in a declaration 
statement of Ethical Approval and Consent to Participate in the manuscript. If the study is judged exempt from ethics 
approval, related information (e.g., name of the ethics committee granting the exemption and the reason for the exemption) 
must be listed. Further documentation on ethics should also be prepared, as Editors may request more detailed information. 
Manuscripts with suspected ethical problems will be investigated according to COPE Guidelines.

3.1.1 Consent to Participate
For all studies involving human subjects, informed consent to participate in the studies must be obtained from participants, 
or their parents or legal guardians for children under 16. Statements regarding consent to participate should be included in a 
declaration statement of Ethical Approval and Consent to Participate in the manuscript. If informed consent is not required, 
the name of the ethics committee granting the exemption and the reason for the exemption must be listed. If any ethical 
violation is found at any stage of publication, the issue will be investigated seriously based on COPE Guidelines.
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3.1.2 Consent for Publication
All articles published by OAE are freely available on the Internet. All manuscripts that include individual participants’ 
data in any form (i.e., details, images, videos, etc.) will not be published without Consent for Publication obtained from that 
person(s), or for children, their parents, or legal guardians. If the person has died, Consent for Publication must be obtained 
from the next of kin. Authors must add a declaration statement of Consent for Publication in the manuscript, specifying 
written informed consent for publication has been obtained.

3.1.3 Trial Registration
OAE requires all authors to register all relevant clinical trials that are reported in manuscripts submitted. OAE follows the 
World Health Organization (WHO)’s definition of clinical trials: “A clinical trial is any research study that prospectively 
assigns human participants or groups of humans to one or more health-related interventions to evaluate the effects on 
health outcomes. Interventions include but are not restricted to drugs, cells, other biological products, surgical procedures, 
radiologic procedures, devices, behavioral treatments, process-of-care changes, preventive care, etc.”.

In line with International Committee of Medical Journal Editors (ICMJE) Recommendations, OAE requires the registration 
of clinical trials in a public trial registry at or before the time of first patient enrollment. OAE accepts publicly accessible 
registration in any registry that is a primary register of the WHO International Clinical Trials Registry Platform or in 
ClinicalTrials.gov. The trial registration number should be listed at the end of the Abstract section.

Secondary data analyses of primary (parent) clinical trials should not be registered as a new clinical trial, but rather 
reference the trial registration number of the primary trial.

Editors of OAE journals will consider carefully whether studies failed to register or had an incomplete trial registration. 
Because of the importance of prospective trial registration, if there is an exception to this policy, trials must be registered 
and the authors should indicate in the publication when registration was completed and why it was delayed. Editors will 
publish a statement indicating why an exception was allowed. Please note such exceptions should be rare, and authors 
failing to prospectively register a trial risk its inadmissibility to OAE journals.

Authors who are not sure whether they need trial registration may refer to ICMJE FAQs for further information.

3.2 Research Involving Animals
Experimental research on animals should be approved by an appropriate ethics committee and must comply with 
institutional, national, or international guidelines. OAE encourages authors to comply with the AALAS Guidelines, 
the ARRIVE Guidelines, and/or the ICLAS Guidelines, and obtain prior approval from the relevant ethics committee. 
Manuscripts must include a statement indicating that the study has been approved by the relevant ethical committee and the 
whole research process complies with ethical guidelines. If a study is granted an exemption from requiring ethics approval, 
the name of the ethics committee granting the exemption and the reason(s) for the exemption should be detailed. Editors 
will take account of animal welfare issues and reserve the right to reject a manuscript, especially if the research involves 
protocols that are inconsistent with commonly accepted norms of animal research.

3.3 Research Involving Cell Lines
Authors must describe what cell lines are used and their origin so that the research can be reproduced. For established cell 
lines, the provenance should be stated and references must also be given to either a published paper or to a commercial 
source. For de novo cell lines derived from human tissue, appropriate approval from an institutional review board or 
equivalent ethical committee, and consent from the donor or next of kin, should be obtained. Such statements should be 
listed on the Declaration section of Ethical Approval and Consent to Participate in the manuscript.

Further information is available from the International Cell Line Authentication Committee (ICLAC). OAE recommends 
that authors check the NCBI database for misidentification and contamination of human cell lines.

3.4 Research Involving Plants
Experimental research on plants (either cultivated or wild), including collection of plant material, must comply with 
institutional, national, or international guidelines. Field studies should be conducted in accordance with local legislation, 
and the manuscript should include a statement specifying the appropriate permissions and/or licenses. OAE recommends 
that authors comply with the IUCN Policy Statement on Research Involving Species at Risk of Extinction and the Convention 
on the Trade in Endangered Species of Wild Fauna and Flora.

For each submitted manuscript, supporting genetic information and origin must be provided for plants that were utilized. For 
research manuscripts involving rare and non-model plants (other than, e.g., Arabidopsis thaliana, Nicotiana benthamiana, 
Oriza sativa, or many other typical model plants), voucher specimens must be deposited in a public herbarium or other 
public collections providing access to deposited materials.
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3.5 Publication Ethics Statement
OAE is a member of the Committee on Publication Ethics (COPE). We fully adhere to its Code of Conduct and to its Best 
Practice Guidelines.

The Editors of this journal enforce a rigorous peer-review process together with strict ethical policies and standards to 
guarantee to add high-quality scientific works to the field of scholarly publication. Unfortunately, cases of plagiarism, data 
falsification, image manipulation, inappropriate authorship credit, and the like, do arise. The Editors of CES take such 
publishing ethics issues very seriously and are trained to proceed in such cases with zero tolerance policy.

Authors wishing to publish their papers in CES must abide by the following:

  The author(s) must disclose any possibility of a conflict of interest in the paper prior to submission;
  The authors should declare that there is no academic misconduct in their manuscript in the cover letter;
  Authors should accurately present their research findings and include an objective discussion of the significance of their 
findings;
  Data and methods used in the research need to be presented in sufficient detail in the manuscript so that other researchers 
can replicate the work;
  Authors should provide raw data if referees and the Editors of the journal request;
  Simultaneous submission of manuscripts to more than one journal is not tolerated;
  Republishing content that is not novel is not tolerated (for example, an English translation of a paper that is already 
published in another language will not be accepted);
  The manuscript should not contain any information that has already been published. If you include already published 
figures or images, please get the necessary permission from the copyright holder to publish under the CC-BY license;
  Plagiarism, data fabrication and image manipulation are not tolerated;
  Plagiarism is not acceptable in OAE journals.

Plagiarism involves the inclusion of large sections of unaltered or minimally altered text from an existing source without 
appropriate and unambiguous attribution, and/or an attempt to misattribute original authorship regarding ideas or results, 
and copying text, images, or data from another source, even from your own publications, without giving credit to the source.
As to reusing the text that is copied from another source, it must be between quotation marks and the source must be cited. 
If a study’s design or the manuscript’s structure or language has been inspired by previous studies, these studies must be 
cited explicitly.

If plagiarism is detected during the peer-review process, the manuscript may be rejected. If plagiarism is detected after 
publication, we may publish a Correction or retract the paper.

Falsification is manipulating research materials, equipment, or processes, or changing or omitting data or results so that the 
findings are not accurately represented in the research record.

Image files must not be manipulated or adjusted in any way that could lead to misinterpretation of the information provided 
by the original image.

Irregular manipulation includes: introduction, enhancement, moving, or removing features from the original image; 
grouping of images that should be presented separately, or modifying the contrast, brightness, or color balance to obscure, 
eliminate, or enhance some information.

If irregular image manipulation is identified and confirmed during the peer-review process, we may reject the manuscript. 
If irregular image manipulation is identified and confirmed after publication, we may publish a Correction or retract the 
paper.

OAE reserves the right to contact the authors’ institution(s) to investigate possible publication misconduct if the Editors find 
conclusive evidence of misconduct before or after publication. OAE has a partnership with iThenticate, which is the most 
trusted similarity checker. It is used to analyze received manuscripts to avoid plagiarism to the greatest extent possible. 
When plagiarism becomes evident after publication, we will retract the original publication or require modifications, 
depending on the degree of plagiarism, context within the published article, and its impact on the overall integrity of the 
published study. Journal Editors will act under the relevant COPE guidelines.

4. Authorship
Authorship credit of CES should be solely based on substantial contributions to a published study, as specified in the 
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following four criteria:

  1. Substantial contributions to the conception or design of the work, or the acquisition, analysis, or interpretation of data 
for the work;
  2. Drafting the work or revising it critically for important intellectual content;
  3. Final approval of the version to be published;
  4. Agreement to be accountable for all aspects of the work in ensuring that questions related to the accuracy or integrity 
of any part of the work are appropriately investigated and resolved.

All those who meet these criteria should be identified as authors. Authors must specify their contributions in the section 
Authors’’ Contributions of their manuscripts. Contributors who do not meet all the four criteria (like only involved in 
acquisition of funding, general supervision of a research group, general administrative support, writing assistance, technical 
editing, language editing, proofreading, etc.) should be acknowledged in the section of Acknowledgement in the manuscript 
rather than being listed as authors.

If a large multiple-author group has conducted the work, the group ideally should decide who will be authors before the 
work starts and confirm authors before submission. All authors of the group named as authors must meet all the four criteria 
for authorship.

AI and AI-assisted technologies should not be listed as an author or co-author.

5. Reviewers Exclusions
You are welcome to exclude a limited number of researchers as potential Editors or reviewers of your manuscript. To ensure 
a fair and rigorous peer review process, we ask that you keep your exclusions to a maximum of three people. If you wish 
to exclude additional referees, please explain or justify your concerns—this information will be helpful for Editors when 
deciding whether to honor your request.

6. Editors and Journal Staff as Authors
Editorial independence is extremely important and OAE does not interfere with Editorial decisions. Editorial staff or 
Editors shall not be involved in processing their own academic work. Submissions authored by Editorial staff/Editors 
will be assigned to at least three independent outside reviewers. Decisions will be made by the Editor-in-Chief, including 
Special Issue papers. Journal staff are not involved in the processing of their own work submitted to any OAE journals.

7. Policy of the Use of AI and AI-assisted Technologies in Scientific Writing
Generative AI and AI-assisted technologies (e.g., large language models) are expected to be increasingly used to create 
content. In the writing process of manuscripts, using AI and AI-assisted technologies to complete key researcher work, 
such as producing scientific insights, analyzing and interpreting data or drawing scientific conclusions, is not allowed, and 
they should only be used to improve the readability and language of manuscripts.

AI and AI-assisted technologies should be used under human control and supervision as they may generate incorrect or 
prejudiced output, and they should not be listed as an author or co-author, nor cited as an author.

The use of AI and AI-assisted technologies should be disclosed by authors in their manuscripts, and a statement will be 
required in the final publication.

OAE will keep monitoring the development and adjust the policy when necessary.

8. Conflict of Interests
OAE journals require authors to declare any possible financial and/or non-financial conflicts of interest at the end of their 
manuscript and in the cover letter, as well as confirm this point when submitting their manuscript in the submission system. 
If no conflicts of interest exist, authors need to state “All authors declared that there are no conflicts of interest”. We also 
recognize that some authors may be bound by confidentiality agreements, in which cases authors need to state “All authors 
declared that they are bound by confidentiality agreements that prevent them from disclosing their competing interests in 
this work”.OAE will keep monitoring the development and adjust the policy when necessary.

9. Editorial Process

9.1 Pre-Check
New submissions are initially checked by the Managing Editor from the perspectives of originality, suitability, structure 
and formatting, conflicts of interest, background of authors, etc. Poorly prepared manuscripts may be rejected at this stage. 
If your manuscript does not meet one or more of these requirements, we will return it for further revisions.
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Once your manuscript has passed the initial check, it will be assigned to the Assistant Editor, and then the Editor-in-Chief, 
or an Associate Editor in the case of a conflict of interest, will be notified of the submission and invited to review. Regarding 
Special Issue paper, after passing the initial check, the manuscript will be successively assigned to the Assistant Editor, and 
then to the Editor-in-Chief, or an Associate Editor in the case of conflict of interest for the Editor-in-Chief to review. The 
Editor-in-Chief, or the Associate Editor may reject manuscripts that they deem highly unlikely to pass peer review without 
further consultation. Once your manuscript has passed the Editorial assessment, the Associate Editor will start to organize 
peer-review.

All manuscripts submitted to CES are screened using CrossCheck powered by iThenticate to identify any plagiarized 
content. Your study must also meet all ethical requirements as outlined in our Editorial Policies. If the manuscript does not 
pass any of these checks, we may return it to you for further revisions or decline to consider your study for publication.

9.2 Peer Review
CES operates a single-blind review process, which means that reviewers know the names of authors, but the names of 
the reviewers are hidden from the authors. The scientific quality of the research described in the manuscript is assessed 
by a minimum of three independent expert reviewers. The Editor-in-Chief is responsible for the final decision regarding 
acceptance or rejection of the manuscript.
All information contained in your manuscript and acquired during the review process will be held in the strictest confidence.

9.3 Decisions
Your research will be judged on scientific soundness only, not on its perceived impact as judged by Editors or referees. 
There are three possible decisions: Accept (your study satisfies all publication criteria), Invitation to Revise (more work is 
required to satisfy all criteria), and Reject (your study fails to satisfy key criteria and it is highly unlikely that further work 
can address its shortcomings). All of the following publication criteria must be fulfilled to enable your manuscript to be 
accepted for publication:
  Originality
The study reports original research and conclusions.
  Data availability
All data to support the conclusions either have been provided or are otherwise publicly available.
  Statistics
All data have been analyzed through appropriate statistical tests and these are clearly defined.
  Methods
The methods are described in sufficient detail to be replicated.
  Citations
Previous work has been appropriately acknowledged.
  Interpretation
The conclusions are a reasonable extension of the results.
  Ethics
The study design, data presentation, and writing style comply with our Editorial Policies.

9.4 Revisions
Authors are required to submit the revised manuscript within one week if minor revision is recommended while two weeks 
if major revision recommended or one month if additional experiments are needed. If authors need more than one month to 
revise their manuscript, we usually require the authors to resubmit their paper. We request that a document of point-to-point 
response to all comments of reviewers and the Editor-in-Chief or the Associate Editor should be supplied along with the 
revised manuscript to allow quick assessment of your revised manuscript. This document should outline in detail how each 
of the comments was addressed in the revised manuscript or should provide a rebuttal to the criticism. Manuscripts may or 
may not be sent to reviewers after revision, dependent on whether the reviewer requested to see the revised version. Apart 
from in exceptional circumstances, CES only supports a round of major revision per manuscript.
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